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1. Introduction
There is an ongoing discussion on the use case feature to enable IVAS receivers to manipulate or render audio objects individually. A closely related question is bit rate control of these individually manipulatable objects. There are proposals by Ericsson [1] according to which a total bit rate budget should be available for all objects and by the source [2] according to which bit rate management should be done individually for each object. According to Ericsson’s proposal, some IVAS codec-internal rate allocation mechanism should distribute and assign the available bit rate budget to the individual objects, based on object priorities.  
The source discusses object quality management based on priorities in a separate contribution [3] with the conclusion that quality control is more suitably done with well-established bit rate control mechanisms. The remaining question whether it is advantageous to rely on a total bit rate budget or if bit rate management should be done individually for each object is the topic of the present contribution. 
2. Discussion
Document [1] suggests allocating a single total bit rate and leaving the bit rate allocation to the coding of the multitude of individual objects to a built-in mechanism in the IVAS encoder. To discuss this proposal in depth and alternatives enabled by the source’s proposal, a conference call scenario is considered with IVAS encoding in a call server. An example is considered where the IVAS coding session is setup to carry up to 3 simultaneous talker signals as individually manipulatable objects. 
a. Bit rate allocation from a total bit rate budget 
In case of using a total bit rate budget, for the considered scenario it can be assumed that a total IVAS codec bit rate of 32 kbps is required, which would allow encoding the three talkers individually with the EVS 9.6 kbps SWB mode or some comparable coding mode. In the frequent case when only a first talker is active, the full bit rate of 32 kbps could be allocated to that talker. Very high voice quality can be achieved in that case. However, it is notable that the bit rate available for the first talker and in turn the quality of that talker’s signal would be modulated by the activity of the other talkers. If other talkers are simultaneously active, the bit rate used for the first talker needs to be reduced, which impacts the quality of the reconstructed signal of that talker. Such kind of quality modulations are a problem and are opposed to the general purpose of fully decoupling the coding of the individual objects to retain all freedom for individual object manipulation or rendering.
A severe problem from a system perspective is that the dimensioning of the bit rate is based on the worst case assumption that the three talkers may be active at the same time. This is necessary since object dropping is no viable solution, as demonstrated by the source [4]. In practice, it is likely that overtalking of the conference participants occurs only in a small fraction of the conference call, but no advantages are taken from that fact. Thus, it remains impossible to use lower transmission resources when only a single talker is active. The result is significant over-provisioning of the transmission resources and hence an inherently inefficient conferencing service. Ideas by the source of [1] to allow VBR coding of the individual talker objects to take benefit from finer bit rate granularity than offered with EVS would not solve this problem. There is thus no need for and no particular gain with fine-grain bit rate distribution among different individually encoded mono objects.
A further problem arises if more participants enter the conference call. Either the allocated bit rate must be adjusted upwards, which would make the over-provisioning problem even worse, or object dropping would become necessary, which is no viable solution. A third alternative would be to represent and code additional talkers jointly, which would be in line with the proposal [4] by the source. Still, the inherent service inefficiency due to over-provisioning would remain. 
A further complication would arise in case of other conference system architectures without call server. In that case, relying on a total bit rate budget for all incoming talker signals would be problematic. It would rather be obvious to control the bit rate received from each sending terminal individually. 
b. Bit rate allocation per individually manipulatable object 
The same scenario is now discussed assuming the approach proposed in [2]. In order to enable the possibility to carry up to 3 simultaneous talker signals as individually manipulatable objects, they are represented and coded as individual track groups. The bit rate of each of them is set individually. As suggested by the source [5], they are represented as EVS bitstreams plus object metadata. An example can be considered where these individual track groups for each talker are encoded at a bit rate of 13.2 kbps, with DTX enabled. Since the bit rates are not taken from a common budget, the coding of the three talker signals is fully decoupled. This excludes any bit rate or quality modulation effects that may happen with a shared bit budget, as discussed above. 
Furthermore, in the likely event of only a single active talker, the transmission resource usage remains limited to 13.2 kbps for the active talker signal plus a small amount for SID frame transmission for the other presently inactive talkers, plus some further amount for object metadata. In the less likely event of two or all three talkers being simultaneously active their respective bit rates would also turn to 13.2 kbps for each of them. However, as these are only relatively rare events, the overall transmission resource usage in a statistical average would only marginally increase. Thus, no over-provisioning of transmission resources would be required despite the ability to represent all talker signals. 
It is further notable that there are no limitations with regards to adding further talkers to the conference call. No object dropping would become necessary while the overall resource usage would not increase significantly since the likelihood that more talkers are simultaneously active remains small. Nonetheless, the source believes that it is advantageous to encode only at maximum a very small number of talkers as ‘pass-through’ objects using individual track groups, while any additional talkers should be represented in a joint track group and, accordingly, coded jointly. This approach limits both maximum sender and receiver complexity without significantly affecting the purpose to have the main talkers individually renderable or manipulatable before rendering.  
It is notable that controlling the bit rate of all manipulatable objects individually would avoid any complication for particular conference system architectures. Control the bit rate of each received object would naturally work in any system with and without call server.         
3. Conclusion and proposal
The discussion has shown that bit rate control of individually manipulatable objects using a total bit budget runs into several practical problems. Any such problems are avoided by controlling the bit rate of all manipulatable objects individually. There is thus no need for and no particular gain with fine-grain bit rate distribution among different individually encoded mono objects. Hence, there is no justification for using other than EVS coding for mono objects, as proposed in [5].  
It is thus respectfully suggested to agree on the following points:
· Individual track groups are used to carry individually manipulatable objects.
· The bit rate of individually manipulatable objects is controlled individually through the bit rate attributes of the respective track groups.
· Individually manipulatable mono objects are represented as EVS streams plus object metadata.
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