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1
Introduction
At SA4#105, the source presented an updated version of its proposal on the evaluation procedure for the IVAS codec [1]. The proposal is targeting subjective tests with a common evaluation renderer used to process reference/DIRECT, anchor and reference codec conditions. Initially, it was proposed that all codec candidates would also use the same common evaluation renderer to process the encoded signals (when rendering is needed) for evaluation against the unencoded reference signal rendered with the same renderer. This test would evaluate the performance of the mandated external rendering interface. Another test would then be setup to evaluate the path of internal rendering (using the provided IVAS candidate renderer). 
However, to mitigate some concerns expressed on the initial proposal, the source suggested an alternative procedure where all modes of the common evaluation renderer could be used to render the codec conditions, and optionally even the provided IVAS renderer could be used instead of the common evaluation renderer. In the latter case, the external rendering interface would need to be evaluated separately.
The proposal received some appreciation but was not discussed in detail, mainly due to time constraints. In this contribution the proposal is reiterated, and some aspects are further elaborated to give some more details on the proposal.

2
IVAS codec evaluation
In the IVAS codec evaluation there is a need verify that the IVAS candidates fulfils the performance requirements and to compare the performance of different candidates. It is therefore necessary to define a renderer for audio signals requiring rendering for listening. In pass-through operation this would be very handy as all codec candidates would output signals in the same format, which is also the codec input format. However, with a common evaluation renderer supporting all input audio formats, the requirements on the decoder output format may be relaxed such that any of the supported audio formats may be outputted for the external rendering. 
When the input audio format does not require an algorithmic rendering before the playback, e.g. stereo inputs for stereo playback, there is a clear reference that should be the target in the evaluation. But when an algorithmic rendering is needed there is typically not just a single way to interpret the signals which means there is no clear reference.

With the proposed evaluation process utilizing a common evaluation renderer, the specification of a reference renderer is not as important as if it would define the target rendering quality. If the common renderer is also used for codec conditions, the external rendering interface, providing signals for external rendering when the output audio format is not matching the input audio, will also be evaluated. It is of course still important that the renderer provides a decent quality, representative for foreseen external renderers.
The proposal allows also that the IVAS candidate’s own renderer is used to generate the playback signals. As proposed in [2] there may be different requirements on the delay and complexity depending on whether the rendering is done with the provided renderer or externally. This means that some additional delay and complexity may be allowed if the rendering is done within IVAS instead of using the common evaluation renderer. However, in this case, the external rendering interface need to be evaluated by some other means, which could still involve the common evaluation renderer, but further discussion is needed on this point.

Figure 1 illustrates the general concept of the proposal on how to generate Reference/DIRECT signals (i.e. the target signals, e.g. the MUSHRA reference) and codec conditions for subjective listening tests. The common renderer shall support all input audio formats (that would need rendering), which for the moment are channel-based audio (CBA), scene-based audio (SBA) and object-based audio (OBA). For signals not requiring rendering (e.g. stereo) the common renderer may be by-passed, as illustrated by the dashed border of the block. The second row in the figure shows how codec conditions would be generated, using the common renderer (when needed). By the renderer’s broad support of audio formats, the codec output may be in any of the supported formats, i.e. CBA, SBA or OBA. This puts no requirement on the exact audio format to be used, as in the case of pass-through operation, but enables the use of all the audio formats deemed relevant for the IVAS codec. The renderer can also be applied to the output of reference codecs which may be used to set requirements on the IVAS codec performance. 
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Figure 1: Generation of reference and codec conditions. Dashed blocks are not always needed.

Figure 2 shows an example of the generation of Reference/DIRECT and codec conditions for two codec candidates, named A and B. The scene-based audio input is rendered using the common renderer in SBA mode to generate the target signal for the evaluation (e.g. binaural audio). The output of codec A is rendered using the common renderer in SBA and OBA mode, while the codec B output is rendered by the common renderer in CBA mode.
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Figure 2: Example of two codec candidates outputting different audio formats for scene-based audio input.
3 
Generation of reference and codec conditions

In the following the generation of reference/DIRECT and codec conditions is illustrated for each audio input format separately. Although the support of combined audio formats at the IVAS input is so far not mandated, the source also illustrates how such conditions could be generated for the evaluation.
3.1
Stereo/binaural audio

Stereo/binaural audio inputs do not require rendering for playback in headphones or stereo loudspeakers. Figure 3 illustrates how to generate test conditions for loudspeaker listening. Although rendering may not be required for the decoder output, the option to output another format supported by the common renderer is still allowed. 

Figure 4 shows the generation of test conditions for dichotic listening. For the Reference/DIRECT there is no rendering applied while for the codec condition the option of binaural rendering is available.
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Figure 3: Generation of loudspeaker signals for evaluation of stereo audio. Dashed block is optional.
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Figure 4: Generation of stereo/binaural signals for dichotic presentation. Dashed block is optional.

3.2
Multi-channel audio

Figure 5-6 illustrate the generation of reference and codec conditions for the evaluation of multi-channel audio (>2 channels). For loudspeaker listening the playback channel configuration may be adapted to the channel configuration of the input, e.g. 5.1, which means that rendering is not necessary for loudspeaker evaluation. For binaural rendering the common binaural renderer is used to generate the reference/DIRECT condition. For codec conditions the common renderer may be used (in loudspeaker or binaural mode).
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Figure 5: Generation of loudspeaker signals for evaluation of multi-channel audio (identical input/output loudspeaker configurations). Dashed block is optional.
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Figure 6: Generation of binaural signals for evaluation of multi-channel audio. Dashed block is optional.

3.3
Scene-based audio

For scene-based audio, rendering is required both for loudspeaker and binaural listening. Figure 7-8 show the generation of reference and codec conditions for scene-based audio inputs. The common renderer is operating in SBA mode while the codec conditions may use any of the supported audio formats.
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Figure 7: Generation of loudspeaker signals for evaluation of scene-based audio. Dashed block is optional.
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Figure 8: Generation of binaural signals for evaluation of scene-based audio. Dashed block is optional.

3.4
Object-based audio

As for scene-based audio, rendering of object-based audio is needed for presentation in loudspeakers or binaurally. Figure 9-10 show the generation of test conditions for scene-based audio inputs. The common renderer is operating in OBA mode while the codec conditions may use any of the supported audio formats.
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Figure 9: Generation of loudspeaker signals for evaluation of object-based audio. Dashed block is optional.
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Figure 10: Generation of binaural signals for evaluation of object-based audio. Dashed block is optional.

3.5
Combined audio formats

For an input of combined audio formats, the individual components may be separately rendered and mixed. Similarly, the codec conditions may be rendered using the common renderer (for binaural or loudspeaker listening). Figure 11-12 illustrate the generation of reference and codec conditions for combinations of audio input formats. 
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Figure 11: Generation of loudspeaker signals for evaluation of combined audio input formats. Dashed block is optional.
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Figure 12: Generation of binaural signals for evaluation of combined audio input formats. Dashed block is optional.
4
Capabilities of the common renderer

The common renderer used for the evaluation shall be able to render channel-based audio, scene-based audio and object-based audio according to the specification of the input audio formats.

The IVAS design constraints [3] specifies currently the following minimum set of rendered output formats:
	Encoder Input Format
	Rendered Output Format

	Multi-channel 7.1
	Multi-channel 7.1, Binaural audio, Stereo, Mono.

	Multi-channel 5.1
	Multi-channel 5.1, Binaural audio, Stereo, Mono.

	Binaural audio
	Binaural Audio

	Stereo 
	Stereo, Mono 

	Mono 
	Mono 


Editor’s note: Specification of rendered output formats for the remaining input formats is needed.
It is proposed that the common renderer for the evaluation supports at least the mandated rendered output formats. This allows for the evaluation of internally rendered signals in comparison to externally rendered signals using the common evaluation renderer in a rendering comparison test, see clause 5. In addition to the input formats, downmixing to stereo and mono is required for stereo and multi-channel audio formats.
5
Rendering comparison tests
The IVAS renderer will most likely be optimized or enhanced in comparison to the common renderer, and its performance may be compared to the common renderer. If there is no reference rendering algorithm, this comparison must be based on listeners internal references and performed as a preference test. It is expected that the provided IVAS renderer shall not be worse than the common evaluation renderer, but it may also provide developments in the rendering techniques such that it is perceived to be better. Figure 13 illustrates the generation of test conditions for such a rendering comparison test. 
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Figure 13: Generic illustration of test conditions in a rendering comparison test.
6
Summary
This contribution outlines a concept for the IVAS codec evaluation, with focus on generation of conditions for reference testing where codec candidates may be compared to each other and to reference/anchor conditions. The proposed evaluation process includes also a rendering comparison test where the performance of the IVAS renderer can be evaluated against the common evaluation renderer. The evaluation of the external rendering interface for cases where it is not evaluated in the codec reference test is however still for further study.
It is proposed to agree on the proposed concepts for generation of reference/target signals and rendering of codec outputs for the IVAS codec evaluation. This includes requirements on the common evaluation renderer supporting at least the mandated input and rendered output formats of the IVAS codec.
It is further proposed to initiate a test plan for the evaluation (firstly focusing on the qualification phase), incorporating the block diagrams presented in section 3 and 5, illustrating the main principles. Further details on the procedure may subsequently be discussed and incorporated in the IVAS test and processing plans.
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