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1
Introduction
There are not yet any specific constraints set on the IVAS codec algorithmic delay, memory usage and computational requirements (where the latter two collectively can be denoted complexity), but there have been a few high-level proposals at the recent SA4 meetings. 

In this contribution the source expresses its view and proposes a structure for the specification of IVAS codec delay and complexity requirements. The proposal reflects the two different paths for rendering with different requirements to be put on IVAS depending on whether the provided IVAS renderer or an external renderer is used and may be extended further when relevant IVAS features can be grouped into different categories. At this moment there is no proposal on the exact figures, but a request to agree on the principle of separate requirements on IVAS when operated with or without external rendering.

2
Discussion

So far, delay and complexity requirements on the IVAS codec are still to be defined. Such constraints are of course of high relevance for the codec design, but on the other hand it is also unrealistic to set final requirements at a stage where significant design aspects, like audio formats and rendering requirements, have not yet been specified. These fundamental features need to be agreed on before a more detailed discussions on the codec complexity constraints will be feasible. Although the complexity constraints affect which codec features can be supported there is less need to know the details of the complexity constraints to discuss the codec features than the other way around.

It is however still possible to decide on an overall structure for complexity and delay requirements and start to discuss suitable constraints for already agreed codec features that can be grouped into a category of features.

Looking back at the EVS codec, which had a much more limited range of capabilities, it is noted that there were two categories of complexity constraints [1], covering different codec and rendering features, e.g. stereo and FB support. For IVAS it is natural that the number of categories could be even higher, given the significantly larger scope of capabilities, but it would of course also simplify the standardization process it there are not too many categories that require specific requirements.

As a basis for the IVAS delay and complexity discussion there are the following objective expressed in the IVAS work item description [2]:

The approach proposed is to build upon the EVS codec with the goal of developing a single codec with attractive features and performance (e.g. excellent audio quality, low delay, spatial audio coding support, appropriate range of bit rates, high-quality error resiliency, practical implementation complexity).
· The solution is expected to operate with low latency to enable conversational services over 4G/5G.

· The solution is expected to be implementable on a wide range of UEs to address various needs in terms of balancing user experience and implementation complexity / cost.

It is clear that a balance between the user experience and the implementation complexity/cost is expected. It is also clear that the IVAS codec shall cover a wide range of UEs with different needs (based on capabilities and use cases).

It is therefore natural to expect different requirements on the codec complexity for the various needs of the wide range of UEs. The complexity requirements should relate to the performance requirements such that the increase in user experience is commensurate to the additional complexity. 

For EVS the complexity figures were related to the previous generation codec (AMR-WB) and for IVAS a similar approach could be taken with complexity constraints related to solutions using the EVS codec, e.g. in multi-mono operation, or existing multi-channel codecs. It is however also important to remember that IVAS can enable capabilities that are not practically realizable using existing codecs, and that the constraints shall consider the factors that enable new use cases and make IVAS an attractive solution.

In the previous discussion it has already been pointed out that the audio quality and the complexity are very much related and to achieve a certain quality of experience the complexity may need to be higher for the more complex audio configurations. It has also been noted that the future success of IVAS relates to its competitiveness on the market. Putting single requirements on all IVAS operating modes would not achieve this, it would rather make IVAS non-competitive for the simpler configurations and/or limit the audio quality for the more complex configurations.

The complexity constraints need of course to relate to the capabilities of IVAS, and there is nothing that prohibits that there is additional functionality on top of the mandatory features. Such functionality may very well consume additional complexity, but the ROM constraints should still be honoured. RAM and computational complexity are on the other hand very much related to the specific use case and the capabilities of the device. Any adaptation in this complexity can easily be handled in the codec setup and may be based on the service requirements or device capabilities which could be exchanged between the nodes in the session setup, e.g. by means of SDP negotiations. As already mentioned, the IVAS codec is developed to serve a wide range of services for a wide range of devices.

It has been agreed that IVAS shall have an interface for external rendering. The source has proposed that the audio formats on the interface could be channel-based, scene-based or object-based audio (in accordance with the definitions in IVAS-4 Encoder Input Formats). Further, it is expected that external rendering will require some complexity and perhaps also cause some algorithmic delay. This suggests that there should be different delay and complexity requirements depending on whether the playback format is directly rendered or if audio signals for external rendering are outputted, to leave some room for the use of external renderers in a service using the IVAS codec.

There should of course also be requirements on the external renderers used with the IVAS codec in a 3GPP service, but other than leaving some room for rendering complexity and delay, the specification of such requirements could be handled in a subsequent work item.

3
Proposal

The source proposes SA4 to work towards specifying IVAS codec delay and complexity constraints for relevant categories of codec capabilities, e.g. related to input and output audio formats. The categories should consider asymmetric encoding and decoding capabilities, e.g. being able to just encode mono but to decode more immersive audio. It is further proposed that specific requirements may be set on operation with internal rendering (within the IVAS codec solution) and operation with external rendering.

For the computational complexity, it has already agreed that the most recent set of basic operators with their corresponding weights would be used as the basis for complexity measures, at least if they are done on fixed-point code. The source believes that in any case measures corresponding to ITU-T STL wMOPS could be used which means that wMOPS of STL2019 could be used as basis for the initial discussion on concrete complexity figures.

To facilitate a more detailed discussion on IVAS delay and complexity requirements, it is proposed to update IVAS-4 [3] with templates as follows:

	Algorithmic Delay
	The algorithmic delay shall not exceed the following limits within each category of features.
Category

IVAS rendering

External rendering

TBD

Note: The algorithmic delay is defined as the frame size buffering delay plus any other delays inherent in the IVAS codec algorithm (e.g. look-ahead, sample-rate conversion, decoder post-processing and rendering).

The algorithmic delay constraints exclude processing delay (e.g. runtime of the DSP to process the speech/audio frame at the encoder, decoder and renderer), and channel transmission delays.
[Editor’s Note: The EVS Algorithmic delay is 32ms]

	Complexity
	The IVAS codec end-to-end complexity shall not exceed the following limits within each category of features. 

Category

Complexity

IVAS rendering

External rendering

TBD

Computational

RAM

ROM

PROM

The end-to-end computational complexity and program ROM (PROM) shall be measured with [ITU-T STL2019] as the observed worst-case encoder + observed worst-case decoder (including renderer) complexity within the same category. If external rendering is expected for playback, the figures for External rendering apply, otherwise the figures including IVAS rendering apply.
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