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1
Decision/action requested

This pCR proposes a new solution for key issue #2. It is kindly request that SA3 approves this pCR. 
2
Rationale

Digital signature-based solutions (#7 and #11) have been proposed to protect system information. During the past discussions of these solutions, a number of issues including key management have been raised. This contribution proposes a new solution based on delegated digital signing to address those issues. 

Let us consider two scenarios of key management, based on the nature of the public and private keys held by a gNB. First, each gNB has its own public and private key pair. Second, a gNB shares a public and private key pair with other gNBs (e.g., within a tracking area).   

In the first case (namely unqiue key pair), each gNB generates its own key pair which can be done automatically during installation phase without incurring additional provisioning overhead. However, it creates challenge in establishing trust on signing keys. If raw keys are used, there is no key hierarchy and each key has to be trusted individually, requiring a large number of trust anchors on the UE. This is certainly problematic. Another approach is to use public key certificates to create key hierarchy so that only small number of trust anchors (e.g., root CA certificates or intermediate CA certificates) are needed on UE. This can solve the problem of trust establishment nicely but requires the support of PKI which may be considered problematic by some operators. 

In the second case (namely shared key pairs), the number of key pairs held by gNBs can be significantly reduced, making it possible to use raw keys as trust anchors. However, it creates other issues. For example, the key pair cannot be generated locally by gNB and has to be provisioned by the network, which incurs key management overhead. Further, if the private key in one gNB is compromised, the keys in the shared group must all be replaced, incurring additional overhead. Another issue is related to the provisioning of trust anchors in UE. When certificates are used, trust anchors can be pre-provisioned into UE (e.g., during manufacturing) due to the small number of the trust anchors. When raw keys are used, even if shared among a tracking area, the number of keys involved could still be high, making it impractical to pre-provision the trust anchors in UE (e.g., during manufacturing). Further, without pre-provisioned trust anchors, there is always a window during which UEs cannot verify the authenticity of broadcasting messages, resulting in security risks. 

To address those key management related issues, we propose a new solution based on delegated signing. Instead of having each gNB sign its broadcasting messages, gNBs delegate the signing to a newly proposed network function. Delegated signing has two desirable properties: 1) it allows a network (e.g., a PLMN) to use one or a few public and private key pair for signing broadcasting messages; and 2) it completely removes the key management burden from all gNBs. 
The first property allows to significantly reduce the total number of trust anchors required (e.g., one trusted public key per PLMN), allowing them to be pre-provisioned (e.g., by following the procedure of provisioning the public key for SUPI encryption). With pre-provisioned trust anchors, a UE can validate digitally signed broadcasting messages in any state including during the initial registration procedure. 
The second property removes the overhead of key provisioning and computational costs of generating digital signatures entirely from all gNBs. Further, it allows the sensitive signing keys to be stored in secure locations. 

In addition to the above benefits related to key management, delegated signing also helps loose time synchronization requirements for anti-replay attacks. When digital signatures are generated by gNBs locally, UEs must synchronize time with all gNBs. In delegated signing, digital signatures and time variants are generated by a network function, whose time can be secured and trusted, thus removing the time synchronization requirements on all gNBs. Further, even when UE’s time is out of sync with the network, it becomes easier to detect by checking the consistency of time variants received from multiple cells. 
3
Detailed proposal

Solution #X: Digital Signing Network Function (DSnF)
6.X.1
Introduction

This solution#x address the key Issue#2 “Security Protection of system information”. 
This solution is similar to solutions #7 and #11 in that they all protect system information blocks with digital signatures. Each cell periodically broadcasts digitally signed system information (SI). A UE makes cell selection based on a number of criteria including the authenticity of broadcasted system information. It differs from solutions #7 and #11 in that it delegates digital signing from gNB to a network function, namely Digital Signing Network Function (DSnF). In other words, it is the DSnF, instead of each cell itself, that compute digital signatures of system information. 
While delegated digital signing may appear counter-intuitive, the concept of delegation in security has been applied to other problems on the Internet. For example, many websites use Content Distribution Networks (CDNs) to improve performance and security (e.g., defending against DDoS and web attacks). To use CDN, a website would have to share its TLS certificate and the associated private key with CDN. This is a common practice for many websites but considered unacceptable to some websites (e.g., banks) with high security requirements. CDNs servers are distributed on the Internet and may be located in untrusted locations. Sharing private keys with those untrustworthy servers bear high security risks. To solve this problem, some banks adopted the concept of delegation and implemented so called Keyless SSL [1]. In Keyless SSL, the private key of a website (e.g., a bank) is stored in the website’s secure environment (e.g., HSM) and never shared with a CDN server. When a CDN server needs to use the private key to process data (to decrypt keying material) during TLS handshaking with a client (e.g., a browser), the CDN server sends the data (the encrypted keying material from the client) to the bank website to be processed, receives the results  (decrypted keying material) from the bank website, and continue the TLS handshaking with the client. 
Similarly, each cell in this proposal does not have the private key for digital signing. It sends the information blocks to the DSnF to be digitally signed. While delay is incurred from delegated signing, we believe it is not an issue since broadcasting information can be pre-signed and signed in batch (see 6.X.2.2.1 for more discussions). 
In addition to the difference in who signs the information blocks, this solution differs from solutions #7 and #11 in that timing information that is digitally signed for anti-replay attacks is based on the time of the signing server, not the time of gNB. This removes the need for UE to synchronize time with all gNBs. 

This contribution also provides additional consideration on how UE verifies message freshness and performs cell selection and additional security analysis of digital signature-based protection. 
6.X.2
Solution details

6.X.2.1
Digital Signatures of System Information
System information is digitally signed along with a number of other attributes, including time information (such as a Time Counter as proposed in solution #7), physical cell ID, downlink frequency, etc. 

Editor's Note: The exact list of information attributes to be digitally is FFS.
6.X.2.2
Digital Signing Network Function (DSnF)

DSnF exposes service-based interfaces to provide digital signing services to other network functions. The service interfaces can be named such as Ndsnf_Digital_Signing_Request and Ndsnf_Digital_Signing_Response. 

Editor's Note: The exact service interfaces need to be further defined.
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6.X.2.2.1
Digital Signing Request 
The signing request allows to request for one digital signature or a set of digital signatures. 

To request a single digital signature, the request includes a single group of information elements that need to be digitally signed, such as [MIB, SIB1, SIB2, Cell_ID, Downlink_Frequency, Time_Counter]. 

To request a set of digital signatures, the request can contain a set of information element groups, each of which will be digitally signed. A set of information element group can be aggregated to reduce the size of the request. For example, if all element groups contain the same information elements except Time_Counter, they can be aggregated to, for example, [MIB, SIB1, SIB2, Cell_ID, Downlink_Frequency] | Initial_Time_Counter, Increment_of_Counter, Number_of_Increments]. This allows a cell to use one request to obtain digital signatures for a certain period of time, e.g., an hour. 

Editor's Note: The exact format and content of the digital signing requests are FFS. 

While MIB and SIB1 are broadcasted in high frequencies (e.g., every 40ms and 80ms respectively), their content is likely relatively static. To test this hypothesis, we collected a few days of the MIB and SIB1 from a large mobile operator. The data sets show almost all information elements in MIB and SIB1 stay static except a very few (e.g., SFN) that change. This measurement, albeit preliminary, is encouraging that MIB and SIB1 can be pre-signed.  
Some fields (e.g., cellBarred) may change frequently, e.g., during high load scenario. 

Editor's Note: How to accommodate fields that can change frequently are FFS. 
6.X.2.2.2
Digital Signature Computation 
Upon receive a digital signing request, DSnF selects a signing key (if multiple signing keys are supported) and compute the digital signature over the information elements to be protected. 
Editor's Note: The digital signature algorithms to be used and how to compute digital signatures are FFS. 
6.X.2.2.3
Digital Signing Response

A digital signing response includes one or a set of the digital signatures, along with other information (e.g., public key identifier) to facilitate the verification of the digital signatures. 
Editor's Note: The exact format of the response is FFS. 
6.X.2.3
gNB Behaviours
A gNB supporting the integrity protection of system information makes periodically digital signing requests to DSnF to obtain the digital signatures of system information blocks and place the digital signatures in a repository where it can be retrieved to be broadcasted along with the corresponding protected system information blocks. For non-occurring SIBs, gNB can send the signing request to the DSnF on demand. 
6.X.2.3.1
Requesting Digital Signatures
A digital signing client is proposed on gNB. The client ensures that a digital signature is always available for a system information block under protection prior to the time slot the system information block is scheduled to be broadcasted. 

gNB makes digital signing requests via N2 message to AMF/SEAF, which then generates a service request to DSnF. Alternatively, the client on gNB may make a direct request to the DSnF via HTTPS if this is allowed. 
Editor's Note: The N2 messages for digital signing requests are FFS. 
6.X.2.3.2
Receiving Digital Signatures
gNB receives digital signing responses from DSnF via AMF/SEAF over N2 interface. DSnF may also push digitally signed data to gNB. 
Editor's Note: The N2 messages for digital signing responses are FFS. 

6.X.2.3.3
Broadcasting Digital Signatures

As proposed in Solution #7, the digital signature of System Information can be carried in another System Information Block. This new SIB includes the digital signature along with supplement information to facilitate the verification of the digital signature. Examples of those supplement information include, 

· Information elements indicating the SIBs that are being protected

· information elements for anti-reply attacks, such as PCI, downlink frequency, Time Counter, etc

· information elements for selecting a public key for signature verification, such as key identifier 

· information elements for constructing certificate chains if needed

· information elements for signing algorithm selection if multiple digital signature algorithms are supported

Editor's Note: The exact format of the new SIB is FFS. 
6.X.2.4
Procedures for digital signature request and response
The overall procedure for gNB to request digital signatures is given below. 
Editor's Note: The impact on the N2 interface from digital signing requests and responses is FFS. 
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6.X.2.5
UE Behaviours

There will be two types of UEs based on whether or not they support digital signature verification. If a UE does not support digital signature verification, its behaviour in cell scanning and cell selection remain unchanged. If a UE supports digital signature verification, its behaviour in cell scanning and cell selection needs to be modified to take into consideration the results from signature verification. 
6.X.2.5.1
Trust Anchors in UE
To verify the digital signatures from gNBs, UE needs to be preconfigured with a list of trust anchors. To support roaming, the trust anchor of each roaming partner network needs to be preconfigured in the UE. Trust anchors can be raw public keys or public key certificates. If the trust anchor is a raw public key, one trust anchor is required for each roaming partner (unless a key is shared among multiple roaming partners, e.g., those under the control of a common operator). If the trust anchor is a public key certificate, the number of trust anchors in the UE can be significantly reduced if common Certification Authority (CAs) are used among operators. 
Trust anchors can be provisioned during manufacturing (e.g., by USIM vendor, chip vendor, or UE vendor). Trust anchors can also be provisioned and updated during registration (e.g., based on the NAS procedure as proposed in solution #7) or over-the-air updates by an operator. 
An operator can create its own raw key pairs as the trust anchors, e.g., by reusing the process of generating and provisioning of the key pair for SUPI protection. Note that key pair is for digital signature in this use case, while the key pair for SUPI protection is for key encryption. Thus, their key usages are different, but they can follow the same key generation and provisioning process. An operator can also use public key certificate as the trust anchor instead of raw keys. Public certificates can be a root CA certificates, intermediate CA certificates, or an entity certificate (comparable to a raw public key). Public key certificates can be from operator’s internal PKI or external public PKI. 
Editor's Note: the methods of provisioning of trust anchors in UEs are ffs.
6.X.2.5.2
Cell Scanning

UE scans all supported bands and frequencies for available cells. UE stores the Physical Cell Identifier (PCI) computed based on the Primary Synchronization Signal (PSS) and Second Synchronization Signal (SSS) of each scanned cell. UE compares a new scanned PCI with the existing ones to detect conflict. If there is a conflict, the two cells with the same PCI are not used for cell selection or reselection. 
Editor's Note: this procedure needs to be discussed with and defined by RAN.
6.X.2.5.2
Verification of Digital Signatures

The UE, if configured with a setting to verify the authenticity of system information, acquires the system information block carrying the digital signatures. UE uses the acquired system information block to determine which other system information blocks are digitally signed. With this information, UE can compute a hash over the protected system information along with supplement information elements in the acquired system information block.  UE then uses key identifier to retrieve the public key corresponding to the signing private key. With the computed hash, and the public key, a digital signature can be verified accordingly depending on the digital signing algorithm being used.  
Editor's Note: The exact format of the new SIB and signature verification procedure are FFS.
6.X.2.5.3
Verification of Time Counter
To mitigate replay attacks, the freshness of the message needs to be verified. This is usually done by comparing the timer counter in the message against UE local time. If the time difference is within a tolerant window, the message is considered fresh. Otherwise, the message is considered expired. 

Such verification is simple. However, it may result in denial of service if the UE time is manipulated (e.g., clock is set to a future time). Note that time variants (e.g., time counters) in the signed messages are generated by DSnF (not by gNBs), which can be trusted to be accurate. 

If a newly received time counter fails verification, either the message is replayed, or the UE time is inaccurate (e.g., manipulated). To mitigate the potential time attacks against UE, time counters received from multiple cells can be checked.
More specifically, when the digital signature from each cell is valid but the Time Counters recently received from multiple cells fail verification, the UE checks the consistency of the Time Counters from those cells. If they are close to each other, it indicates the UE time is out of sync with the network. If the Timer Counters are inconsistent, it indicates the presence of attacker (e.g., by replaying old information). In either case, UE can select the cell with the highest time counter, since a relayed time counter will highly likely not be the latest. 
If we choose to check the consistency of time counters received from multiple cells, we may not need to check the time counter against UE local time. This may allow to eliminate the need of time synchronization among all UEs and the network. 
Editor's Note: The exact format of the new SIB and signature verification procedure are FFS.
6.X.2.5.5
Cell Selection and Reselection
Currently, cell selection and reselection are based on signal strength, i.e., the cell with the strongest signal gets selected. To prevent false base station from being selected, cell selection and reselection procedures need to be improved. More specifically, in addition to signal strength, cell selection and reselection needs to take into consideration of the authenticity and freshness of system information. 

Changes to cell selection procedures need to be decided by RAN. But here is an example of how it may work: 
UE scans the cells in all supported frequencies, record their PCIs, and measure their signal strengths. Cells with conflicting PCIs are temporarily excluded from the selection process. Assume there are N cells with good signals, which are ordered based on signal strength. 
For each of the N cells: 

acquire MIB and SIBs; 
 If there is no digital signature, mark the cell as unprotected. 

If there is digital signature, verify the digital signature and time counter; 
if both digital signature and time counter are good, proceed with the cell and break; /* this is the usual case, i.e., in the absence of an attacker */
if either digital signatures or time counter is bad, mark the signature as bad and store the time counter;

go to the next cell; 

End of for loop; 
By the end of the above procedure, an authentic cell should have been selected in normal scenario. If no cell has been selected, it could be one of the two scenarios: 

a) some digital signatures are good but their associated time counters are bad. In this case, select the cell with the good digital signature and the highest time counter. 
b) all digital signatures are bad. In this case, the time counters become irrelevant, since they can be forged. 

By this stage, if no cell has been selected, it means all cells supporting digital signing have failed the signature verification. The UE is left with two types of cells: 

a) cells supporting digital signing but with bad signatures
b) cells not support digital signing at all (no signatures)
Such situation is highly likely due to the tampering of the message by an attacker. From the security perspective, the UE should go temporarily out of service instead of risking the selection a faked cell. Such approach follows the security principle of failing securely, i.e., the integrity of a system shall remain even availability is lost. Note this principle is widely adopted in system security design in which a system upon the detection of attacks often aborts or reboots. 

Editor's Note: It is FFS to discuss with RAN about the cell selection and reselection taking into consideration of security related factors. 
6.X.2.6
Security Analysis
With the integrity protection of system information, an attacker cannot broadcast arbitrary system information and is forced to replay attacks or denial of service attacks. We also discuss potential downgrade attacks.

6.X.2.6.1
Mitigating Replay Attacks
We consider two types of replay attacks, local replay attacks (LPA) and remote replay attacks (RPA).

Local Replay Attack (LPA) is an attack in which a false base station receives a broadcast information and rebroadcasts the same information. This can ensure that Time Counter in the replayed messages is current. However, it will have to use the same PCI as the original cell. Otherwise, the digital signature verification will fail. When two same PCIs are received by UE, it will detect the conflict and ignore both cells and choose another cell. 

In other words, a local replay attack would result in the deselection of a legitimate cell. This would be equivalent to other types of attacks such as radio jamming or bit flipping of a legitimate cell. 

Remote Replay Attack (RPA) is an attack in which a false base station records all broadcasting information including signatures from a remote location, tunnel the messages to another location, and re-broadcast. This is often referred to as wormhole attack [2]. In such attack, the PCI used by the false base station may not result in a conflict. 

Wormhole attack requires the false base station to have Internet connectivity to receive the broadcasting information from a remote location. This requires the false base station to have a UE component to connect to the legitimate cell. However, the attacker’s UE may also connect to the false base station itself. To prevent the attacker’s UE from connecting to the false base station itself, the attacker usually needs to know in prior the PCI used by the false base station and statically configures the UE to not connect to the PCI used by the false base station. This is how the LTE relay used in aLTEr and IMP4AT attacks is implemented (confirmed by the author). Since in remote replay attacks, the false base station does not know which PCI will be successful, it becomes difficult, if not impossible, for the malicious UE to preconfigure itself. Thus, we consider RPA may not be practical to launch. 

Even if remote replay attack is possible, there will be noticeable delay in rebroadcasted messages, due to the transmission and process delay over the tunnel. In other words, the time window during which remote replay attack can be successful is limited. If we choose to check the consistency of time counters among multiple cells, remote replay attacks can also be detected and prevented, since the messages from authentic cells will be more recent than replayed messages. 

If needed, additional information such as the location information of each cell can be included and digitally signed in the broadcasting messages to counter the remote replay attack. 

6.X.2.6.2
Mitigating Denial of Services 
DoS can be mounted by a number of methods, including but are not limited to, 

· manipulation of chosen fields in MIB/SIBs, 

· arbitrary bit flipping of signed MIB/SIBs, 

· replay of signed MIB/SIBs, 

· broadcast MIB/SIBs with invalid signatures

· manipulation of timing information in UE or gNBs. 

Since MIB/SIBs are digitally signed, DoS based on manipulation of chosen fields in MIB/SIBs (e.g., barred cell) will be detected and prevented. 

Arbitrarily overwriting a bit (e.g., using SigOver[3]) in a signed MIB/SIBs will result in the failure of digital signature verification. If broadcasted MIB/SIBs from all cells in a location are all tampered with and the stored MIB/SIBs in a UE have all expired, the UE may be out of service. In this case, it is equivalent to some other known attacks (e.g., tampering with synchronization signals or physical jamming). Such risk appears acceptable in radio networks. 

Replaying of signed MIB/SIBs can cause conflict in PCIs which may result in the de-selection of a cell. If there is only one cell in a location, the UE may be out of service. The risk from this type of attack is similar to the bit-flipping attacks. 

An attacker can broadcast MIB/SIBs with invalid signatures. UE will detect the invalid signature and try to select another cell. The attacker can then change its frequency and PCI and broadcast MIB/SIBs with invalid signatures again. The UE may think it is trying with a different cell but end up trying with the same attacking cell. This attack is possible if the UE tries to do a cell scanning after each failed cell. To mitigate such attack, the UE shall try with each of the cells from a list obtained from one scan. 

If UE’s time is manipulated, e.g., to a time in the future, time counters in all broadcasting messages may fail validation. In this case, UE will select a cell with the most recent time counter to continue to be served. 

If the time of a gNB is manipulated, it does not result in any security issues, since the time counters in the broadcasting messages are generated by DSnF, whose time can be trusted. 

6.X.2.6.3
Mitigating downgrading attacks

 It is expected that gNBs with digital signature protection will be deployed overtime and there will be areas where cells supporting digital signature protection co-exist with cells not supporting this security feature. 

An attacker may attempt to intercept digitally signed system information, tampered with the information, e.g., by removing all digital signature related information, and rebroadcast tampered information. This attack is possible but is equivalent to a false base station broadcasting its own faked system information. As long as the protected system information can be received by a UE, UE would prefer protected system information over unprotected information. 

A protected gNB may be overloaded if there are too many UEs in the area prefer and select the cell. In this case, normal radio resource management procedure can be invoked by the gNB to limit the number of UEs to be served (e.g., using cellBarred=1). As a result, UEs may have to connect to legacy cells to stay in services if all protected gNB are overloaded. If there is a false base station in this area, it may be able to attract UEs to connect. However, a false base station cannot predict when such congestion would occur. A false base station can also try to proactively cause congestion in protected gNBs to force UEs away from the protected gNBs and then lure the UE to connect to the false base station. However, such proactive attacks could expose the false base station. Overall, security risk from downgrading attacks, albeit low, could exist prior to the full deployment of this solution. 

An attacker may attempt to cause the digital signatures from all cells to fail verification. In this case, UE will go temporarily out of services, equivalent to DoS attacks. 
6.X.3
Evaluation 
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