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This document describes how a GSM/UMTS operator’s packet network infrastructure (i.e., GPRS) can be re-used in order to integrate WLAN access network easily, seamlessly, and most cost efficiently.

A. Prerequisites and assumptions

1) The WLAN operator, VPLMN operator and HPLMN operator may be the same or different, where “HPLMN operator” implies that this network is where the subscriber holds a 2G/3G subscription.

2) It must be possible that the WLAN is connected only to a single PLMN but still any HPLMN’s subscriber in the same country can be served, thus necessitating National Roaming between the single VPLMN and any HPLMN.

3) It must be possible that the WLAN is connected to many (or even all) VPLMNs in one country, thus means are required that the traffic gets routed through the subscriber’s HPLMN (i.e. VPLMN=HPLMN).

4) It must be possible that the WLAN is connected to a VPLMN in country A but HPLMN’s customers from country B can be served, i.e. International Roaming.

5) A 3GPP/WLAN interworking scenario that supports SIM/USIM based access (based on the 2G/3G subscription) is required.

6) A 3GPP/WLAN interworking scenario that supports access to 3GPP services is required.

7) A 3GPP/WLAN interworking scenario that supports seamless mobility between WLAN and 3GPP networks is required.

8) There shall be a migration path from scenario (5) to (6) to (7) without changes to the previous ones.

9) For all scenarios listed above, the changes to WLAN and 3GPP networks shall be minimised in order to allow for cost efficient implementation.

10) Security and privacy of user traffic transmitted over the air must be at least equivalent to the level that 3GPP networks currently provide.

B. WLAN interworking scenario 2

This is considered the minimum 3GPP WLAN integration scenario.  It provides SIM/USIM based access to WLAN employing existing IETF and 3GPP interfaces and protocols for access control:

- EAP/SIM, EAP/AKA from UE to network

- Diameter/RADIUS from WLAN to 3GPP AAA server

- RADIUS/Diameter requests can be proxied to the home AAA

- Gr’/D’/Wx from 3GPP AAA server to HLR/HSS

The IP address of the UE could be static (e.g. from the subscription data), dynamically assigned by the WLAN, or dynamically assigned by the 3GPP network (which could in fact be the static, subscribed address).  Depending on the exact modality, MIP would be needed to route the user traffic.

For charging, the situation is not quite so straightforward.

· Time based charging must be performed by the AAA server, where it is not obvious whether the AAA server:

1. produces CDRs for file based transfer towards operator’s billing/postprocessing systems (thus reuses the existing Bx interface), or 

2. produces CDRs but relies on a CGF for persistent storage and for file based transfer of the CDRs towards the billing system.  In this case, the GTP’ protocol could be reused from the AAA client to the CGF, or the CGF would need to implement a AAA protocol.  In either case, many functions of the CGF, including its implementation of the Bx interface towards the billing system, could be reused.

3. is actually a AAA client that sends Diameter ACR messages to a CCF (thus reuses the Rf interface as specified for IMS).  In that case, WLAN integration would be dependent on the existence of a CCF, where that CCF is functionally equivalent but not identical to the Rel-5 CCF employed in IMS charging.

Anyway, since the VPLMN and HPLMN operator may be different, both the AAA server in the VPLMN and the HPLMN must be involved.  As AAA protocols (particularly Diameter) provide proxying functionality to support this scenario, it appears that case 3 above is the most reasonable one.  It also appears to be the one that is most in line with AAA principles.

In addition to the above, online charging (prepaid) must be supported.  It appears reasonable to reuse the Ro interface as specified for IMS, particularly since this interface is planned to be reused in Rel-6 to provide online charging capabilities in the GGSN (see 3GPP work plan).  Thus, the 3GPP AAA server would perform the role of a client towards the online charging system (OCS), similar to the case 3 described above for offline charging towards the CCF.  The functions needed in the OCS are already present due to the Rel-6 bearer charging function (Diameter based) currently being standardised.  CAMEL is not considered a viable option in the context of WLAN.
Again, the AAA protocols would provide all functionality to involve both VPLMN and HPLMN in charging.

· Volume transferred for each WLAN user can only be counted inside the WLAN as the traffic is not routed through a 3GPP network.  Thus, volume based charging can be provided:

1. by the WLAN possessing charging functionality in line with the 3GPP standards.  This would not only mean significant, 3GPP specific, upgrades to the WLAN but also the need for the WLAN to connect to both the VPLMN and HPLMN on-line (prepaid) and off-line (post-paid) charging systems, which would be quite problematic.

2. by the WLAN sending volume counts to the AAA server, where the AAA protocol would be employed to provide the information to both the VPLMN and the HPLMN AAA server. Just as described above, the 3GPP AAA server would be a client towards both the CCF and the OCS, which already has the required bearer charging function due to GPRS support.  Thus the issue of whether a subscriber is online or offline charged is hidden from the WLAN.  However, it is understood that this approach would not fully support online charging as it may be required by operators, as the transfer of volume counts from the WLAN to the AAA server would not occur in real time, and pre-reservation of traffic budgets would not be possible.

In summary, the following is recommended:

· perform time based charging in the VPLMN/HPLMN 3GPP AAA servers;

· perform volume counting in the WLAN and report this volume to the 3GPP AAA server;

· employ 3GPP AAA protocol proxying to involve both HPLMN and VPLMN;

· connect the 3GPP AAA server to a (modified) CCF for offline charging, and the OCS for online charging, thus reusing the Bx, Rf and Ro interfaces, as well as most of the existing functionality (already in place due to GPRS and IMS) of the CCF, the OCS bearer charging function, and the billing system.

It is important to note that the above approach would enable the AAA server to employ Diameter Accounting for off-line charging and Diameter Credit Control Application, currently jointly developed by IETF and 3GPP, for online charging.  This is actually already the case for the IMS.  Thus, the intention of the scenario to provide “3GPP billing” can be achieved.

C. WLAN interworking scenario 3

This scenario adds the access to 3GPP services to the scenario 2 described above.  In line with the assumptions and prerequisites discussed in A) above, no changes to scenario 2 shall occur.  However, particularly for charging, some of the functions provided in scenario 2 may no longer be needed as they may be implemented in other parts of the network.

From the viewpoint of a GPRS operator, there are two immediate implications from an interworking scenario that is called “Access to 3GPP services”:

-
the user traffic needs to be routed through the GGSN, which is the existing Gateway to the 3GPP services (“G(ateway)GSN for a reason!);

-
the GPRS APNs shall be used, as these are designed to enable selection of the external network/service requested by the user.

In this section, it is elaborated how the effort of integrating WLAN with 3GPP for this scenario can be achieved in the optimal way by a symbiosis of WLAN with GPRS, i.e. reusing as much of the GPRS functionality as reasonably possible.  The biggest benefit of this reuse can de visualised in the areas of charging and roaming, but the simplicity of the approach adds beauty to it in its own right.

1)
Access control

Scenario 2 already provides access control based on SIM/USIM.  This shall be reused unchanged.

2)
Routing of user traffic

In GPRS, user traffic is tunnelled from the Core Network edge node (i.e. the SGSN) to the GGSN via the GTP protocol.  The tunnel (“PDP context”) is dynamically established upon request from the UE or (still theoretically) from the network.  The correct GGSN (including the decision whether to use HPLMN or VPLMN access) is selected by the SGSN based on the APN specified by the user or retrieved from subscription information.  The GTP tunnel is not visible by the UE.  The UE and the network employ layer 2 tunnelling of IP packets through the radio subsystem, i.e. IP routing is not performed outside of the core network.  IP routing for the GTP tunnel is done via the SGSN and GGSN tunnel endpoint IP addresses.  The UE IP address, used for traffic routing at the Gi interface and beyond, may be assigned statically in the subscription, or dynamically by the GGSN (RADIUS/DHCP/local GGSN address pool) upon creation of the PDP context.  The latter solution works without the need for mobile IP and is, for this and other reasons, widely employed by operators.

The above functionality should be completely reused in the scenario 3 WLAN interworking.  The “BGw” could function as the VPLMN core network edge node in a similar way as the SGSN in GPRS.  Thus, it would be connected to the selected GGSN via GTP tunnelling.  It would select the (VPLMN or HPLMN) GGSN in the same way as the SGSN, based on the APN.  Communication through the WLAN down to the UE would occur based on techniques compliant with standard WLAN equipment, using the IP address acquired upon authentication/authorisation as per scenario 2 interworking.  However, apart from the need for MIP to route user traffic, this approach has further disadvantages that would appear to justify to investigate the feasibility of providing layer 2 tunnelling through the WLAN, such that IP address assignment could occur dynamically upon PDP context set-up, as in GPRS.  Refer to section “UE tunnelling” below for further details.

Note that the approach described here requires the retrieval of APN and potentially other subscription data from the HLR/HSS upon authorisation/authentication.  This data, together with some knowledge about the authentication and authorisation, possibly including encryption keys (see section “encryption” below), is needed in the “BGw”.  Therefore:

-
the functionality to obtain this “extended” subscription information via Gr’/D’/Wx should already be foreseen in scenario 2;

-
the “BGw” must share information with the AAA server, either by physically integrating the AAA server with the “BGw”, or by inserting the “BGw” into the AAA or Gr’/D’/Wx message flow, or by having a separate interface between the two nodes.

The solution depicted here implies that there is always a “BGw”, regardless of home or roaming situation.  As a special feature of the “home” situation, i.e. where VPLMN and HPLMN are identical, the CN edge node (GPRS:  SGSN, WLAN: “BGw”) could be integrated with the gateway (GPRS:  GGSN, WLAN: “PDG”).

3)
Encryption

In the circuit and packet switched (GPRS) domains of 3GPP networks, encryption is used from the UE to the CN both for the sake of intrusion security and user data confidentiality.  The function to decrypt/encrypt user data resides within the core network edge nodes (may also be in the radio subsystem in 3G).  In addition, end-to-end (e2e) encryption (i.e. all the way from the UE to the destination) may be employed for PS traffic in GPRS.  In that case, the user data is not recognisable for the 3GPP network node.  However, it is sufficient that the IP header of the packets sent by the UE is readable by the GGSN (not needed in the SGSN!).  If further encryption from the GGSN to the destination, or between the SGSN and the GGSN for the GTP tunnel, is required (regardless of any encryption already employed by the mobile), then this can be achieved by applying secure tunnels between the SGSN and GGSN or the GGSN and the destination with standard IP techniques that are readily available on the market.

The solution for WLAN interworking should essentially mimic the GPRS approach.  Thus, UE e2e encryption would also be treated transparently in the network (requiring that the packet header in the UE packets is not encrypted), while further encryption between the “BGw” and the “PDG” or the “PDG” and the destination would use standards IP solutions.  As far as the encryption / decryption of the over-the-air traffic is concerned, the “BGw” would perform this function.  Assuming that the SIM/USIM algorithms would be used, the “BGw” therefore needs to obtain the keys that are exchanged between the UE and the network upon authorisation / authentication.  As the “BGw” also needs to pick up further subscription information, an obvious solution would be to include the “BGw” into the message flow between the WLAN and the 3GPP AAA server (thus making it a Diameter proxy), or between the AAA server and the HLR/HSS.  Here the AAA server could work as a Diameter proxy and the “BGw” as a protocol converter to D’/Gr’/Wx, or the “BGw” could act as a “D’/Gr’/Wx proxy” (in case of Wx, Diameter might be used anyway).
It should be noted that the techniques described above could also work if the “PDG” performs encryption and decryption rather than the “BGw”.  However, this approach seems to be much more complex as the encryption keys must be forwarded to the “PDG” instead of “intercepted” by the “BGw”.  This would complicate matters especially when the “PDG” is not in the same network as the “BGw”, i.e. in the roaming case.

4)
UE tunnelling

As (opposed to GPRS) layer 2 tunnelling between the UE and the CN edge node (i.e. the “BGw” in WLAN) through the radio subsystem (WLAN) is not available in a standard WLAN, a separate IP tunnelling technique, compliant with standard WLAN equipment, could be employed.  This requires, of course, that the UE already has an IP address to use before it can establish a user plane traffic path, i.e. request the establishment of a PDP context from the network.  The possibilities of assigning this IP address have been described at the beginning of section B.  Now, there are two obvious possibilities for the termination of UE tunnels, namely the “BGw” terminating the UE tunnel, or the “PDG” terminating the tunnel.

BGw

If the UE tunnel is terminated in the “BGw”, the UE must know the IP address of the “BGw” it wishes to connect to.  This exposes the “BGw” to a much higher vulnerability than, in comparison,  a SGSN.  The “BGw” to use needs to be decided by the UE in conjunction with a decision which VPLMN to use.  If the HPLMN is also a usable VPLMN (i.e. home network has a “BGw” connected to the WLAN), then all other “BGw”s should be forbidden, otherwise any (commercially agreed) VPLMN should be allowed for selection (same as the national roaming scenarios in 3GPP networks).

Once the UE tunnel to the “BGw” is set up and the PDP context is created, the “BGw” performs a mapping between the GTP tunnel towards the “PDG” and the tunnel towards the UE.  Again, that is functionally equivalent to the SGSN.  While the uplink tunnel uses GTP (essentially making the “PDG” a GGSN), there are no particular requirements from an operator standpoint on the UE tunnel.  In fact, it could also apply GTP, making the “BGw”’s task of tunnel mapping easier.

In this solution, the “BGw” selects the “PDG” to use for the PDP context in the same way as the GPRS SGSN selects a GGSN, i.e. APN based.  The “PDG” could be either in the VPLMN or the HPLMN, just as the GGSN in GPRS.  In any case, the UE has no explicit choice of “PDG”, but this is solely controlled by the “BGw”, thus hiding the uplink topology from the air interface side.

Note that the “BGw” functions sketched above are completely independent of whether the UE performs user data encryption or not.  In fact, even the IP header could be encrypted and the “BGw” could still perform its tasks described above.  However, in contrast to GPRS where it is supported in the SGSN, header encryption would be prevented by the WLAN itself because the WLAN methodology relies on IP based routing between the core network edge and the UE.  User data encryption certainly becomes an issue (regardless of the header encryption) when IP flow bearer charging in the VPLMN is considered.

PDG:

If the tunnel is terminated by the “PDG”, then the “PDG” IP address must be known, and visible, to the UE.  This is an even bigger security hole than in the “BGw” scenario.  It is the UE which decides which “PDG” to use, including whether to use the VPLMN or HPLMN.  The “BGw” acts just as a simple router towards the “PDG”(s) and has no way to control the well-behaviour of the UE.  Thus, significant usage enforcements are denied to the VPLMN, which in fact may lead to a decision of operators not to accept the VPLMN role if the VPLMN is not the same as the HPLMN.  This would severely limit the roaming possibilities.

In this scenario, it would also not be possible to reuse the GGSN unchanged with respect to its native GPRS functions as it would no longer terminate a GTP tunnel from a peer node.  On the other hand, at the expense of the GGSN not being reusable, the “BGw” would become a little bit simpler if re-tunnelling between UE tunnel and GTP tunnel is not needed.

Note that also this case is independent of whether the UE applies encryption or not.  The “BGw” anyway just routes the packets between the UE/WLAN and the “PDG”.  Depending on the exact circumstances, the “PDG” would, however, need to read the IP header of the UE packets so that these headers could not be encrypted.  In the WLAN itself, header encryption is anyway not possible as long as there is no layer 2 tunnelling between the UE and the core network edge node (“BGw”).  Here, GPRS has a clear advantage where encryption of complete UE packets can work without further tunnelling all the way through to the final destination.

It should have become obvious from the above comparison that, from operator’s viewpoint, the solution where the “BGw” terminates the UE tunnel is preferable.  This basically corresponds to option 5 in the contribution “Analysis of Tunnelling Option 5 and 8 for Scenario 3“ (Mobility Networks).
In addition, if layer 2 tunnelling can be used between the UE and the “BGw”, then the whole UE tunnelling issue completely disappears, and the WLAN solution will be completely equivalent to GPRS.  Network selection would then need to be performed on the radio part and not on the VPLMN part.

The discussion on the layer 3 versus layer 2 tunnelling between the UE and the CN edge is also related to the assignment of IP addresses.  Whatever the address assignment method is (static address from subscription, dynamic assignment from WLAN, or dynamic assignment from VPLMN), routing the user traffic through the HPLMN “PDG” makes the use of MIP mandatory.  If a layer 2 access to the “BGw” were implemented, there would be no requirement on the UE and “BGw” to have IP connectivity before setting up a PDP context.  This would allow to apply the same address assignment strategy as in GPRS (i.e. by the GGSN), thus negating the need for MIP.  Therefore, also for the sake of applying the same IP address allocation strategy as in GPRS, it should be investigated if the introduction of layer 2 tunnelling between UE and “BGw” is feasible.  Alternatively, the GGSN could assign a different PDP address to the UE than the address that was assigned upon authentication/authorisation, but that address would not be authorised on the WLAN, thus the user traffic would be blocked by the WLAN’s controlled port.

5)
Charging

Offline charging (time and volume based) is provided by both the SGSNs and GGSNs creating CDRs and forwarding them to the CGF.  On-line charging is provided by CAMEL support in the SGSN.  As of Rel-6, Diameter based online charging will also be standardised for the GGSN.  As already mentioned at the end of section B, co-operation between 3GPP (SA5) and IETF (AAA) is underway to come up with a joint Diameter Credit Control Application (CCA).  Early drafts of this CCA have already been used for IMS online charging in TS 32.225.  In Rel-6, the application will be made ubiquitous in the course of IETF/3GPP joint efforts, and is then planned to be employed for online charging for all 3GPP defined systems and services (IMS, GPRS, WLAN, MMS, MBMS, Push, Presence, IMS Messaging, ......).

Furthermore, functionality to support IP flow based bearer charging will be added in 3GPP Rel-6.  Basically, this functionality will allow operators to apply different charging for IP flows sharing the same bearer (i.e. the same PDP context).  From the point of view of operator requirements, it is expected that this feature should apply to both GPRS and WLAN in both the VPLMN and the HPLMN.

Thus, the approach described in this contribution to have the “BGw” act as the core network edge node and the GGSN act as the “PDG” (i.e. routing the user traffic through the GGSN), implies that the online and offline charging functions of the GGSN, as described above, are immediately available for use by the WLAN.  The charging functionality described for the 3GPP AAA server and the WLAN in interworking scenario 2, is no longer needed.  In contrast to the scenario 2 charging, GGSN-based scenario 3 charging will provide true volume based online charging, by virtue of the GGSN’s CCA interface.  As it can be envisaged that the VPLMN will require its own involvement in charging, the “BGw” would also need to support both time and volume charging for the WLAN PDP contexts, similar to the SGSN.  However, as in scenario 2, it should be noted that online offline charging support is needed in the VPLMN, while online charging is only applicable in the HPLMN.  One big advantage of this solution compared to e.g. CAMEL based prepaid, is that prepaid services can be offered by the HPLMN to its roaming subscribers with no requirements on the VPLMN whatsoever.

Concerning the IP flow bearer charging, it can be envisaged that GGSN products will support this feature very soon.  Again, reusing the GGSN as the “PDG” would immediately provide the same functionality for the WLAN.  As for the VPLMN, the situation appears to be a bit more complex, however, the IP flow bearer charging function to be specified by 3GPP for the SGSN and the “BGw”, should be aligned.

6)
Roaming

GPRS provides well-established and well-proven means for roaming support.  The GRX network is employed to connect VPLMN SGSNs with HPLM GGSNs.  Provided that the “BGw” will work towards the “PDG” just like a SGSN, e.g. employing GTP tunnelling towards the “PDG”, and the “PDG” behaves like a GGSN in that respect, these existing roaming solutions, including commercial agreements and inter-operator accounting procedures and principles, can be immediately reused for WLAN.  Although this section here is comparatively short, it represents one of the major selling points, in operators view, of the approach proposed in this contribution.

It should be noted that the GSMA has already decided to apply existing IOT principles, including the exchange of TAP records between operators, also for WLAN.  However, the effort of implementing this without a WLAN interworking solution as depicted in this document, is very high and often relies on third party roaming brokers, which not only opens technical and commercial issues but also significantly downgrades operator’s revenue opportunities and reduces the tariffing flexibility.

7)
QoS

GPRS provides means to negotiate QoS of the PDP context between the UE and the network.  Within the CN backbone, this is usually mapped onto DiffServ codepoints.  On the 3G radio, the attributes of the PDP context QoS are mapped onto appropriate radio bearer properties.  Thus, reusing the GPRS backbone already provides QoS support for the user traffic plane.  Further, WLAN specific, measures would be needed to extend QoS support into the radio.

Again, also for QoS it is highlighted how WLAN interworking can benefit from reuse of GPRS concepts.

Summary

The above discussion can be summarised as follows in terms of its major benefits and the functions that can be reused if the proposal is implemented:

· ubiquitous service access for GPRS and WLAN from the customer viewpoint; 

· standard 3GPP GGSN can be reused as “PDG” with no change;

· standard WLAN can be used without any changes;

· standard AAA can be used without any changes;

· all new functionality would be concentrated on a single new node, i.e. the “BGw”;

· GGSN functionality is immediately available for WLAN

· service access

· access to external networks / Gi functions

· IMS access, including policy control via Go (Rel-5); 

· Rel-6 generic / service policy control

· offline (post-paid) charging, i.e. generation of CDRs;

· online (prepaid) charging via ubiquitous IETF/3GPP Diameter Credit Control interface on the GGSN (Rel-6);

· IP flow based charging;

· GPRS QoS management;

· all roaming/inter-operator scenarios would immediately be supported via well-established GPRS mechanisms (GRX/Gp interface, commercial agreements, etc.).

In addition, WLAN and AAA techniques can be reused virtually unchanged compared with interworking scenario 2.

D. WLAN interworking scenario 4 and 5 – the way beyond Rel-6

As should have become clear from the above discussion, the reuse factor of existing functionality when discussing WLAN 3GPP interworking is immense if the above approach is adopted.  Because this approach results in a WLAN network architecture that is similar to the GPRS architecture, it is actually considered relatively simple to add inter-system mobility on top of it.  All that is needed is a change of the UE context from the WLAN “BGw” to the GPRS SGSN and vice versa, while the PDP context remains within the same GGSN.  Thus, the procedure is similar to the inter-SGSN change scenario, which insinuates that again the reuse of existing Gn procedures should be envisaged.  In fact, the mobility function to be added is also relatively simple, so that it should be considered, in conjunction with the relative simplicity of the scenario 3 approach described above and the distant Rel-6 freezing deadline, to add the inter-system mobility support already in Rel-6 rather than postponing it to Rel-7.
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