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1. Introduction
In this paper we discuss the difference between full resource utilization (resource congestion) and end-user/service congestion. We explain why the aim of a congestion control algorithm should be to achieve the former while avoiding the latter and describe how a scheduler in an eNB or NodeB currently achieves this goal. 

We also illustrate why it is essential that the control loop between the link experiencing the congestion and the algorithm handling the congestion needs to be short in order to maximize user experience and system capacity and why this speaks in favor of handling congestion of RAN resources within the RAN and against distributed algorithms. 

2. Discussion
2.1 Handling congestion 

As discussed in several other papers, it is possible to distinguish two main two types of congestion:

Resource congestion occurs when an increment in the traffic offered by a node cannot be carried due to resources being depleted e.g. a node receives more packets than it can transmit on its outbound interface. On the end-to-end connection between a server and a UE, there is usually one such bottleneck link and in many cases this is the radio interface. Traffic from applications such as file transfers and web page downloads are greedy. Such TCP based applications aim to fully load the bottleneck link in order to maximize user experience. In E-UTRAN and UTRAN it is possible to assign all resources of a cell to a single UE so that a single TCP session may and should be able to cause resource congestion. Therefore, resource congestion, or rather full resource utilization, as such is not a problem but in most cases a desirable mode of operation. 
End-user congestion from an end-user perspective is a state of congestion that occurs when a service is not delivered to the expectation of the user, also expressed as service congestion. The expectation for a service delivery is dependent on the service that is being used (requirements on bandwidth, delay…) but differs also between subscriber groups (a premium subscriber have higher expectations than a subscriber with the cheapest subscription).
Taking preventive actions before or when resource congestion occurs could be a mean to prevent end-user congestion.  However, the requirements proposed in TR 22.805 for handling user plane traffic when RAN congestion occurs; aim “to make efficient use of available resources to increase the potential number of active users while maintaining the user experience”.  Given that the end-user experience shall be affected as little as possible, the extensive use of the available resources in the network, i.e. a state of resource congestion at a predefined level, means that the network is properly designed. 
Full utilization of available (radio) resources of the bottleneck link is usually short-lived, i.e., it typically appears for the duration of several 10’s of milliseconds up to a few seconds. The graphs below illustrate the distribution of such events and the distribution of the time between congestion situations on cell level. These events were collected from two RNCs during a 5 day measurement campaign in a typical live WCDMA network in a major European city, providing an example on the dynamics of resource congestion on cell level. 
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Figure1. Cumulative Distribution Function (CDF) of WCDMA cell-level 
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Figure2. Cumulative Distribution Function (CDF) of cell-level congestion separations (within individual cells). 
For this measurement, congestion was defined as transmitted carrier power and uplink interference exceeding its respective threshold values (for some time). Such congestion occurs as a result of quickly deteriorating radio conditions or increasing traffic demand from greedy applications which increase the utilization of the resources in the cell. It can be seen that cell congestion durations are short, 90% below 1.2 seconds and that cell congestion events appear quite frequently (here: 90% below 780 seconds REF _Ref309733532 \h 
). The measurements reported in the figures above confirm that resource congestion is a relatively frequently occurring phenomenon in a healthy network. But of course, even during periods of full (radio) resource utilization service requirements as defined by the operator and expected by the user should be fulfilled.  

While some services such as VoIP have rather strict requirements on the packet transmission delay, other services such as TCP based file transfers, web browsing sessions, chat applications and even video streaming can usually adapt to varying speeds on the bottleneck link. A scheduler may therefore prioritize particular QoS sensitive traffic over lower priority data of the same or another UE while still fulfilling the QoS requirements of all services. With this approach the node in front of a bottleneck link can maximize the overall throughput (system capacity) while fulfilling the user- and service requirements (e.g. packet delay budget for VoIP; fairness for internet access throughput). On a radio interface such as E-UTRAN or UTRAN this is of course quite demanding since the scheduler not only needs to take into account the QoS requirements but also the instantaneous radio conditions of all UEs. Since all these input parameters and in particular the radio conditions tend to change rapidly, also the scheduler in an eNB or NodeB has to act dynamically and assign resources subframe by subframe. 

To realize this functionality, the scheduler of an eNB or NodeB has to determine the scheduling priority of users and their data packets depending on e.g. observed queuing delay, absolute throughput, relative throughput to bearers of other UEs and current radio conditions. To avoid having to determine a scheduling priority for each and every packet, the 3GPP QoS concept is based on the assumption that all packets mapped to a radio bearer get the same QoS treatment
. The CN decides by means of packet filters (TFTs), based on subscription type , by deep packet inspection or through an Application Function, which bearer QoS should be assigned to a user plane IP packet . It is then the responsibility of the RAN (and the transport network nodes) to ensure that the corresponding QoS contracts associated with the QoS profile of the bearer are fulfilled. To do that, a prioritization rule needs to be defined for each QCI, by which the scheduler can determine scheduling priority for data associated to such a bearer.
For example, the scheduling priority of a VoIP bearer could be determined using the queuing delay of the oldest packet on that bearer so that the scheduling priority increases with increasing queuing delay. This is known as delay based scheduler. 

For a general purpose Internet access bearer, it  may be more appropriate to ensure a certain degree of fairness among users. This is achieved if the scheduling priority of such a bearer increases when the moving average of its throughput decreases compared to the average throughput of all bearers of this type. Of course, this algorithm can be extended by taking also the channel quality into account. This is known as proportional fair scheduling. 

One of the UPCON use cases defines subscription types such as gold/silver/bronze where an operator might want to ensure that, in the same radio conditions, a gold user gets twice the data rate of a silver user and a silver user twice the data rate of a bronze user. Also this can be realized easily with a small modification to the proportional fair prioritization rule described above. 

It should be ensured that the prioritization rules for all QCIs are valid for any level of cell load. E.g. at low cell load, the delay based scheduler will serve a downlink VoIP packet shortly after arrival in the eNB. However, if the load is higher, another bearer may get higher priority and be served before even if that bearer carries only some “lower priority” traffic. But when the queuing delay of the VoIP packet approaches the packet delay budget for this bearer, the scheduling priority will increase and finally ensure that this packet is being scheduled. It is consequently not necessary to adjust the scheduling rules for different levels of cell load. This is a vital characteristic since the radio conditions and cell load changes rapidly. 

Observation 1: Resource congestion is handled autonomously by the RAN which aims to fulfil QoS contracts of established radio bearers while maximizing system capacity.

Even though some services can sustain a significant reduction in throughput or an increase in latency, even “low priority” services have certain minimum requirements as defined by the operator. The exceptional case where the QoS contract cannot be met is denoted as end-user- or service congestion. Service congestion should of course be avoided as much as possible while maximizing system capacity. How well this trade-off works, depend to a large extent on whether the scheduling prioritization rules are designed appropriately. If end-user or service congestion occurs due to too high load, radio bearers should be dropped taking the ARP values of all bearers into account
. If the RAN decides to drop a bearer, the CN is notified about the bearer release and about the cause (congestion). 
Observation 2: If the RAN cannot fulfil QoS contracts of radio bearers due to congestion, it may release radio bearers according to ARP and informs the CN, i.e., it informs the CN about a congestion level that it cannot handle itself. 

2.2 Congestion Handling outside RAN 
In the previous section we elaborated on the design principle of the 3GPP QoS concept with respect to congestion handling, scheduling and system capacity optimization. In this section we discuss whether it would be preferable to change these principles in favour of a distributed (e.g. between RAN and CN or other entity) congestion handling. It has been suggested in the scope of the UPCON work that the RAN informs the CN about arising congestion, i.e., not only when the congestion is so severe that selected radio bearers need to be dropped but already earlier. In other words, the RAN would inform the CN about high resource utilization (resource congestion) even though the QoS contracts of all established radio bearers can still be fulfilled. However, it has also been stated in various papers that “short-term congestion” should still be handled by the RAN and only if this congestion level is maintained for several seconds, the CN should be informed and take appropriate action. This seems to indicate that the RAN, in order to ensure e.g. timely delivery of VoIP packets or other delay sensitive data, would have to implement scheduling algorithms similar to the ones described in section 2.1. The proposed CN-based congestion mitigation seems to address scenarios such as gold/silver/bronze subscriptions or fairness among Internet access. However, the CN is not and cannot be made aware of the instantaneous radio conditions of each UE in each eNB. Furthermore, it would require a lot of time sensitive signalling to inform the CN which UEs are competing for which radio resources in which cell. But in order to apply rate policing without compromising system capacity or quality of experiencing this knowledge is essential. 

In the following we try to give a few examples showing how difficult it is to move scheduling logic into the CN:

Example 1: In an E-UTRAN cell a single UE is receiving a large file. The radio conditions allow for a maximum data rate of 2 Mbit/s and the radio interface happens to be the bottleneck on the end-to-end path. The TCP sender has increased its congestion window so that the radio interface is fully loaded, i.e., the eNB transmits at full power on all resource blocks (e.g. 10 MHz) continuously on all subframes. Would the eNB be expected to inform the CN about resource congestion?  Probably not, assuming that the UEs QoS contract for the default bearer is fulfilled. 

Example 2: In addition to the UE from example 1, a second UE gets involved in a large downlink data transfer. The scheduler in the eNB uses a simple round robin scheduler that assigns equal amount of radio resources to all bearers that have data in their queue. Since the first UE gets only half the radio resources it had in example 1, it will only see a data rate of 1 Mbit/s from now onwards. The second UE happens to be in similar radio conditions and gets, with the other half of the radio conditions, also about 1 Mbit/s for its file transfer. Would the eNB be expected to inform the CN about resource congestion? Maybe not since QoS contracts are still fulfilled? If it is expected to send a congestion notification, based on what triggering condition? Just because two UEs are efficiently sharing the available resources? What would the CN do with this information? Maybe nothing since fairness is already achieved. 

Example 3: Now imagine that the second UE from example 2 moves into much better radio conditions so that the radio link could provide 10 Mbit/s by using half of the radio resources. Once the TCP window of the second user’s server grew sufficiently, the round robin scheduler will reach this operating point (1 : 10 Mbit/s). Should the CN be informed? Maybe, assuming that the goal is to achieve fair throughput. What information would the eNB provide to the CN? A reference to the two UEs together with the cell ID? The CN could then potentially notice that the first UE gets an unfair share of the data rate. What would it do? Throttle the throughput of the second UE to 1 Mbit/s? This may cause the queue of the second UE in the eNB to run empty so that the scheduler assigns more resources to the first UE. After a while the rate policy enforcer in the CN may achieve roughly fair data rates. However, it should be noted that this kind of rate fair scheduling significantly reduces the system throughput compared to schemes that take also the channel conditions into account which seems not possible in the CN. 

Example 4: The first user finishes its file download and performs only some web browsing. The average data rate observed by the CN traffic shaper decreases to about 300 kbps. Since less radio resources are allocated to the first user, the file download of the second user can speed up a bit further so that still all resources in the cell are utilized. However, the rate policy enforcer in the CN does not know whether the data transfer of the first UE is still limited by the radio link (even worse radio conditions) or by a bottleneck higher up in the Internet or by the terminated file transfer. It is straight forward to assume the former since that was the case before (example 3) and except for the decreased throughput nothing has changed. In this case, the policy enforcer will throttle the traffic of the large file transfer, assuming that the first UE can then increase its data rate a bit. However, since it is source limited, both queues in the eNB run empty leading to significant resource under-utilization of radio resources. After a few seconds the eNB will probably report this to the CN which will potentially stop throttling. And after another few seconds the file transfer will have ramped up to the actually available data rate on the radio interface (~20 Mbit/s in this example). 
Furthermore, in cases where the RAN detects that a resource congestion may lead to end-user congestion, existing mechanisms may be adopted by the RAN to alleviate such situation, e.g. mobility load balancing (to distribute load amongst neighbouring cells) and interference mitigation (to reduce the resource utilisation impact of UEs in challenging geometries.
The negative issues that may be experienced by the system can be visualized according to the Figure 3. 
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Figure3. Example of system performance impact from reactive actions to cell-congestion from an external entity (in this example a binary signal is assumed for reasons of simplicity).

Note that for a reactive solution (as described in TR 22.805, Annex A)where the rate reducing algorithm suffers from a lag (i.e. load/congestion information is signaled to an external regulator), there is a risk that the negative impacts on system performance resulting from the attempt to mitigate resource congestion may actually lead to unnecessary service congestion.  If rate adapting actions are too late then end-user payload will get policed/shaped based on congestion policies although there may in fact be sufficient resources available in the system. 

The other extreme for reactive solutions is to provide sufficient information to the entity controlling Radio Resource Management to enable that entity to adequately handle payload traffic even in congested situations. This information could include means for service and subscriber differentiation which facilitates measures to mitigate end-user congestion. It should be apparent that even a simple scheduling strategy such as “fair rate” cannot be realized easily by “congestion handling” in the CN without significantly compromising performance and system capacity. The additional rate policing in the CN, artificially moves the bottleneck for one of the users away from the radio interface. This may be acceptable as long as radio- and traffic conditions remain stable. But as soon as any of these input parameters changes (see examples above) there is a high risk that the actual bottleneck link (radio interface) remains under-utilized while the artificial bottleneck hinders the performance and system capacity. Such problems can be avoided if scheduling and congestion handling is done in the node that is just in front of the bottleneck link (eNB/NB in this case). 

Observation 3: Scheduling and congestion handling should be done in the node that is just in front of the bottleneck link. Creating an artificial bottleneck further up the data path leads to under-utilization of the actual bottleneck.

What can also be seen from the examples above is that it is not obvious under which conditions the RAN would have to provide a congestion notification to the CN. In fact, those conditions would probably depend on the scheduling algorithms implemented in the RAN (round robin in the example above) and on the scheduling strategy that the CN algorithm implements (rate fairness in the example above). So, apparently, we would not only duplicate the scheduling logic (RAN + CN) but also have to define additional rules for when to send congestion notifications. 
3. Conclusion

In this paper we explained the design principle of the 3GPP QoS concept with respect to congestion handling, scheduling and system capacity optimization. While the CN is responsible for deciding which packet to map to which bearer (QCI), it is the responsibility of the RAN (eNB or NodeB) to ensure that the QoS contracts associated with those bearers are fulfilled. The scheduling algorithms used to determine the scheduling priorities of each UE and bearer should ensure this for various cell load levels while maximizing system capacity. This is in particular demanding when all radio resources in a cell are currently being used. Such resource congestion is not an abnormal phenomenon, but in many cases it is a normal and desirable but transient state of operation that indicates a good utilization of the system. Nevertheless, it is vital that the scheduler in the eNB or NodeB handles these cases appropriately to ensure that QoS requirements of all active bearers are still met at this operating point. This requires detailed and up-to-date information about the local radio conditions applicable for each UE in the cell as well as information about queue states of all radio bearers. If and only if the RAN discovers that QoS contracts cannot be met due to overload, it will drop radio bearers and implicitly inform the CN about the severe (service-) congestion. 

In the second part of this paper we discussed whether and how the congestion handling (scheduling) that is currently the responsibility of the RAN could partly be moved to the CN. It became apparent that such an approach not only increases the complexity and the amount of signaling but also performs worse due to the larger delay and lack of information in the new control loop between RAN and CN. It is therefore proposed to consider the existing 3GPP QoS framework as well as the existing RAN-based congestion handling (scheduling) as baseline and to evaluate, which of the use cases cannot be fulfill according to that paradigm. If such use cases are identified it should be considered carefully whether and how to realize them. 
Proposal

It is proposed that the following text be added to TR 23.705 based on the above analysis.

*********************************** First Change ************************************
4
Assumptions and Architectural Requirements

4.1
Assumptions

Editor’s Note: This clause will define the underlying assumptions of the work.
· Resource congestion occurs when the traffic offered cannot be carried due to resources being depleted e.g. a node receives more packets than it can transmit on its outbound interface. On the end-to-end connection between a server and a UE, there is usually one such bottleneck link and in many cases this is the radio interface. Traffic from applications such as file transfers and web page downloads are greedy. Such TCP based applications aim to fully load the bottleneck link in order to maximize user experience. 
· End-user congestion from an end-user perspective is a state of congestion that occurs when a service is not delivered to the expectation of the user, also expressed as service congestion. The expectation for a service delivery is dependent on the service that is being used (requirements on bandwidth, delay…) but differs also between subscriber groups (a premium subscriber have higher expectations than a subscriber with the cheapest subscription).

· Resource congestion as such is not a problem but in most cases a desirable mode of operation. This work therefore focuses on full resource utilization to ensure proper user service experience during resource congestion.   

4.2 
Architectural Requirements 

Editor’s Note: This clause will define the architectural requirements based on the normative stage-1 requirements defined in TS 22.101. 
· Radio Resource congestion shall be handled autonomously by the RAN which aims to fulfil QoS contracts of established radio bearers while maximizing system capacity.
· Scheduling and congestion handling should be handled in the node that is just in front of the bottleneck link. Creating an artificial bottleneck further up the data path leads to under-utilization of the actual bottleneck.

….
*********************************** Second Change*********************************

Annex X:
Aspects on congestion mitigation in a network

2.3 A1.
Analysis and Handling of Congestion 

Taking preventive actions before or when resource congestion occurs could be a mean to prevent end-user congestion.  However, the requirements proposed in TR 22.805 for handling user plane traffic when RAN congestion occurs; aim “to make efficient use of available resources to increase the potential number of active users while maintaining the user experience”.  Given that the end-user experience shall be affected as little as possible, the extensive use of the available resources in the network, i.e. a state of resource congestion at a predefined level, means that the network is properly designed. 
Full utilization of available (radio) resources of the bottleneck link is usually short-lived, i.e., it typically appears for the duration of several 10’s of milliseconds up to a few seconds. The graphs below illustrate the distribution of such events and the distribution of the time between congestion situations on cell level. These events were collected from two RNCs during a 5 day measurement campaign in a typical live WCDMA network in a major European city, providing an example on the dynamics of resource congestion on cell level. 
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Figure A1. Cumulative Distribution Function (CDF) of WCDMA cell-level 
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Figure A2. Cumulative Distribution Function (CDF) of cell-level congestion separations (within individual cells). 
For this measurement, congestion was defined as transmitted carrier power and uplink interference exceeding its respective threshold values (for some time). Such congestion occurs as a result of quickly deteriorating radio conditions or increasing traffic demand from greedy applications which increase the utilization of the resources in the cell. It can be seen that cell congestion durations are short, 90% below 1.2 seconds and that cell congestion events appear quite frequently (here: 90% below 780 seconds REF _Ref309733532 \h 
). The measurements reported in the figures above confirm that resource congestion is a relatively frequently occurring phenomenon in a healthy network. But of course, even during periods of full (radio) resource utilization service requirements as defined by the operator and expected by the user should be fulfilled.  

While some services such as VoIP have rather strict requirements on the packet transmission delay, other services such as TCP based file transfers, web browsing sessions, chat applications and even video streaming can usually adapt to varying speeds on the bottleneck link. A scheduler may therefore prioritize particular QoS sensitive traffic over lower priority data of the same or another UE while still fulfilling the QoS requirements of all services. With this approach the node in front of a bottleneck link can maximize the overall throughput (system capacity) while fulfilling the user- and service requirements (e.g. packet delay budget for VoIP; fairness for internet access throughput). On a radio interface such as E-UTRAN or UTRAN this is of course quite demanding since the scheduler not only needs to take into account the QoS requirements but also the instantaneous radio conditions of all UEs. Since all these input parameters and in particular the radio conditions tend to change rapidly, also the scheduler in an eNB or NodeB has to act dynamically and assign resources subframe by subframe. 

To realize this functionality, the scheduler of an eNB or NodeB has to determine the scheduling priority of users and their data packets depending on e.g. observed queuing delay, absolute throughput, relative throughput to bearers of other UEs and current radio conditions. To avoid having to determine a scheduling priority for each and every packet, the 3GPP QoS concept is based on the assumption that all packets mapped to a radio bearer get the same QoS treatment
. The CN decides by means of packet filters (TFTs), based on subscription type , by deep packet inspection or through an Application Function, which bearer QoS should be assigned to a user plane IP packet . It is then the responsibility of the RAN (and the transport network nodes) to ensure that the corresponding QoS contracts associated with the QoS profile of the bearer are fulfilled. To do that, a prioritization rule needs to be defined for each QCI, by which the scheduler can determine scheduling priority for data associated to such a bearer.
For example, the scheduling priority of a VoIP bearer could be determined using the queuing delay of the oldest packet on that bearer so that the scheduling priority increases with increasing queuing delay. This is known as delay based scheduler. 

For a general purpose Internet access bearer, it may be more appropriate to ensure a certain degree of fairness among users. This is achieved if the scheduling priority of such a bearer increases when the moving average of its throughput decreases compared to the average throughput of all bearers of this type. Of course, this algorithm can be extended by taking also the channel quality into account. This is known as proportional fair scheduling. 

One of the UPCON use cases defines subscription types such as gold/silver/bronze where an operator might want to ensure that, in the same radio conditions, a gold user gets twice the data rate of a silver user and a silver user twice the data rate of a bronze user. Also this can be realized easily with a small modification to the proportional fair prioritization rule described above. 

It should be ensured that the prioritization rules for all QCIs are valid for any level of cell load. e.g. at low cell load, the delay based scheduler will serve a downlink VoIP packet shortly after arrival in the eNB. However, if the load is higher, another bearer may get higher priority and be served before even if that bearer carries only some “lower priority” traffic. But when the queuing delay of the VoIP packet approaches the packet delay budget for this bearer, the scheduling priority will increase and finally ensure that this packet is being scheduled. It is consequently not necessary to adjust the scheduling rules for different levels of cell load. This is a vital characteristic since the radio conditions and cell load changes rapidly. 

Even though some services can sustain a significant reduction in throughput or an increase in latency, even “low priority” services have certain minimum requirements as defined by the operator. The exceptional case where the QoS contract cannot be met is denoted as end-user- or service congestion. Service congestion should of course be avoided as much as possible while maximizing system capacity. How well this trade-off works, depend to a large extent on whether the scheduling prioritization rules are designed appropriately. If end-user or service congestion occurs due to too high load, radio bearers should be dropped taking the ARP values of all bearers into account
. If the RAN decides to drop a bearer, the CN is notified about the bearer release and about the cause (congestion). 
2.4 A.2.
Congestion Handling outside RAN?

We analyse here whether it would be preferable to change these principles in favour of a distributed (e.g. between RAN and CN or other entity) congestion handling. It has been suggested in the scope of the UPCON work that the RAN informs the CN about arising congestion, i.e., not only when the congestion is so severe that selected radio bearers need to be dropped but already earlier. In other words, the RAN would inform the CN about high resource utilization (resource congestion) even though the QoS contracts of all established radio bearers can still be fulfilled. However, it has also been stated in various papers that “short-term congestion” should still be handled by the RAN and only if this congestion level is maintained for several seconds, the CN should be informed and take appropriate action. This seems to indicate that the RAN, in order to ensure e.g. timely delivery of VoIP packets or other delay sensitive data, would have to implement scheduling algorithms similar to the ones described in section A.1. The proposed CN-based congestion mitigation seems to address scenarios such as gold/silver/bronze subscriptions or fairness among Internet access. However, the CN is not and cannot be made aware of the instantaneous radio conditions of each UE in each eNB. Furthermore, it would require a lot of time sensitive signalling to inform the CN which UEs are competing for which radio resources in which cell. But in order to apply rate policing without compromising system capacity or quality of experiencing this knowledge is essential. 

Few examples are given showing how difficult it is to move scheduling logic into the CN:

Example 1: In an E-UTRAN cell a single UE is receiving a large file. The radio conditions allow for a maximum data rate of 2 Mbit/s and the radio interface happens to be the bottleneck on the end-to-end path. The TCP sender has increased its congestion window so that the radio interface is fully loaded, i.e., the eNB transmits at full power on all resource blocks (e.g. 10 MHz) continuously on all subframes. Would the eNB be expected to inform the CN about resource congestion?  Probably not, assuming that the UEs QoS contract for the default bearer is fulfilled. 

Example 2: In addition to the UE from example 1, a second UE gets involved in a large downlink data transfer. The scheduler in the eNB uses a simple round robin scheduler that assigns equal amount of radio resources to all bearers that have data in their queue. Since the first UE gets only half the radio resources it had in example 1, it will only see a data rate of 1 Mbit/s from now onwards. The second UE happens to be in similar radio conditions and gets, with the other half of the radio conditions, also about 1 Mbit/s for its file transfer. Would the eNB be expected to inform the CN about resource congestion? Maybe not since QoS contracts are still fulfilled? If it is expected to send a congestion notification, based on what triggering condition? Just because two UEs are efficiently sharing the available resources? What would the CN do with this information? Maybe nothing since fairness is already achieved. 

Example 3: Now imagine that the second UE from example 2 moves into much better radio conditions so that the radio link could provide 10 Mbit/s by using half of the radio resources. Once the TCP window of the second user’s server grew sufficiently, the round robin scheduler will reach this operating point (1 : 10 Mbit/s). Should the CN be informed? Maybe, assuming that the goal is to achieve fair throughput. What information would the eNB provide to the CN? A reference to the two UEs together with the cell ID? The CN could then potentially notice that the first UE gets an unfair share of the data rate. What would it do? Throttle the throughput of the second UE to 1 Mbit/s? This may cause the queue of the second UE in the eNB to run empty so that the scheduler assigns more resources to the first UE. After a while the rate policing in the CN may achieve roughly fair data rates. However, it should be noted that this kind of rate fair scheduling significantly reduces the system throughput compared to schemes that take also the channel conditions into account which seems not possible in the CN. 

Example 4: The first user finishes its file download and performs only some web browsing. The average data rate observed by the CN traffic shaper decreases to about 300 kbps. Since less radio resources are allocated to the first user, the file download of the second user can speed up a bit further so that still all resources in the cell are utilized. However, the rate policing in the CN does not know whether the data transfer of the first UE is still limited by the radio link (even worse radio conditions) or by a bottleneck higher up in the Internet or by the terminated file transfer. It is straight forward to assume the former since that was the case before (example 3) and except for the decreased throughput nothing has changed. In this case, the policy enforcer will throttle the traffic of the large file transfer, assuming that the first UE can then increase its data rate a bit. However, since it is source limited, both queues in the eNB run empty leading to significant resource under-utilization of radio resources. After a few seconds the eNB will probably report this to the CN which will potentially stop throttling. And after another few seconds the file transfer will have ramped up to the actually available data rate on the radio interface (~20 Mbit/s in this example). 
Furthermore, in cases where the RAN detects that a resource congestion may lead to end-user congestion, existing mechanisms may be adopted by the RAN to alleviate such situation, e.g. mobility load balancing (to distribute load amongst neighbouring cells) and interference mitigation (to reduce the resource utilisation impact of UEs in challenging geometries.
The negative issues that may be experienced by the system can be visualized according to the Figure A.3. 
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Figure A.3. Example of system performance impact from reactive actions to cell-congestion from an external entity (in this example a binary signal is assumed for reasons of simplicity).

Note that for a reactive solution where the rate reducing algorithm suffers from a lag (i.e. load/congestion information is signaled to an external regulator), there is a risk that the negative impacts on system performance resulting from the attempt to mitigate resource congestion may actually lead to unnecessary service congestion.  If rate adapting actions are too late then end-user payload will get policed/shaped based on congestion policies although there may in fact be sufficient resources available in the system. 

The other extreme for reactive solutions is to provide sufficient information to the entity controlling Radio Resource Management to enable that entity to adequately handle payload traffic even in congested situations. This information could include means for service and subscriber differentiation which facilitates measures to mitigate end-user congestion. It should be apparent that even a simple scheduling strategy such as “fair rate” cannot be realized easily by “congestion handling” in the CN without significantly compromising performance and system capacity. The additional rate policing in the CN, artificially moves the bottleneck for one of the users away from the radio interface. This may be acceptable as long as radio- and traffic conditions remain stable. But as soon as any of these input parameters changes (see examples above) there is a high risk that the actual bottleneck link (radio interface) remains under-utilized while the artificial bottleneck hinders the performance and system capacity. Such problems can be avoided if scheduling and congestion handling is done in the node that is just in front of the bottleneck link (eNB/NB in this case). 

What can also be seen from the examples above is that it is not obvious under which conditions the RAN would have to provide a congestion notification to the CN. In fact, those conditions would probably depend on the scheduling algorithms implemented in the RAN (round robin in the example above) and on the scheduling strategy that the CN algorithm implements (rate fairness in the example above). So, apparently, we would not only duplicate the scheduling logic (RAN + CN) but also have to define additional rules for when to send congestion notifications. 
*******************************End of Change ******************************
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� Furthermore, the bearer concept effectively avoids head-of-line blocking which could occur if packets with different scheduling priority would appear on the same radio bearer.


� If a QoS contract cannot be fulfilled due to poor coverage, it may be more appropriate to drop that bearer rather than bearers of other users with lower ARP.
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