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Abstract of the contribution: This paper proposes high level principles for UPCON and claims that 2 different ranges of solutions should be studied, each with its own scope: 1) “Proactive” solutions where RAN congestion does not need to be known outside the RAN and the RAN locally deals with  congestion, taking into account the different QoS requirements of the various flows it has to handle AND 2) “Reactive” solutions where information about RAN congestion is notified to the Core for the Core to take care of reducing the amount of throughput sent to a congested RAN
Discussion

“Diagnostic”

Due to the steady growth of data services over mobile networks, such services are likely to experience user plane congestion and solutions to handle and/or prevent such congestion are required. 

Current data services are characterized by:
· A high usage of the QCI=9 leading to little service/user discrimination: data services are generally provided over a default bearer that corresponds to QCI=8 or 9 (other QCI are dedicated to GBR services, IMS signalling , eMPS users or premium users i.e. to a limited amount of usage)

· A high amount of throughput corresponding to Downlink (DL) video services (e.g. HAS)

This contribution focuses on the DL traffic in PDN connections aiming at accessing “Internet” services. Nevertheless the solution defined for UPCON should be applicable to any PDN connection.

Some overall goals

1. Congestion mitigation measures should be able to target specific type of users (e.g. taking into account the profile of the user or  heavy users or roaming users)

2. Congestion mitigation measures should be able to target specific application types

3. GBR bearers are out of scope of UPCON.

As a first remark, the work on UPCON should improve the existing EPS QoS framework but is not related with the introduction of a BIG new service or of a new radio capability and thus shall not imply the definition of a totally new QoS framework (as was done for the introduction of UMTS in R99 and for the introduction of EPS/LTE in R8)

4. A key architectural requirement is that the work on UPCON should improve the existing EPS QoS framework: it should be backward compatible with EPS QoS. 
Overview of Possible solutions

This paper claims that 2 different ranges of solutions should be studied, each with its own scope:

· “Proactive” solutions where RAN congestion does not need to be known outside the RAN and the RAN locally deals with congestion, taking into account the different QoS requirements of the various flows it has to handle. For this kind of solutions the RAN shall receive accurate information on the expected QoS for each IP flow it handles
· “Reactive” solutions where information about RAN congestion is notified to the Core for the Core to take care of reducing the amount of throughput sent to a congested RAN. For this kind of solutions the Core shall receive proper information on the RAN congestion status.
It is also suggested that the documentation of a solution in the TR 23.705 (about  UPCON) clearly indicates whether the solution relies on Proactive,  on Reactive or on both. 

The Time factor and Proactive solutions
Reactive solutions are not applicable when congestion is very sporadic and variable with time: in this case providing the Core with an accurate vision of RAN congestion would be an overkill that would induce a high risk of congestion at signalling level due to the amount of signalling required to keep the Core (at least PCRF and applications) up to date with the actual status of RAN congestion.
As already noted the current set of EPS QoS parameters does not allow enough discrimination between users and enough discrimination between contents as most of the traffic is concentrated on bearers with the same QoS parameters (QCI=9). 

5. Conclusion 1: Proactive solutions are needed: the RAN needs to receive from the Core all the QoS information needed to locally take appropriate actions (e.g. discard packets,…) in case of (sporadic) congestion. This means the RAN has some way to segregate flows corresponding to different user categories / different application or content profiles. Improvements of Rel11 QoS features may be required to increase the amount of QoS profiles that the RAN can manage for non GBR traffic for example within a default bearer.
Note: the new QoS mechanism should be backward compatible in order that it should not prevent legacy RAN (possibly of a roaming partner) from applying properly Rel11 QoS mechanisms.
Example of Proactive solutions
Any proactive solution needs to discriminate traffic based on the user profile & content/service and thus should be involve a PCRF control.

Examples of Possible solutions that may be envisaged to improve Proactive solutions are

· Use of multiple bearers in place of default bearer for service differentiation: 
· When it is required to discriminate between different contents /IP flows for the same user, this solution implies the creation of multiple bearers for a given PDN connection. Such a solution has several drawbacks and is not recommended by the contributing companies. For example:
· The option of activating/modifying/removing a bearer upon the start/change/stop of an application may induce a too high signalling load and increases system complexity
· The option of keeping multiple bearers up all the time increases system complexity

· This may require the definition of new QCI values (to discriminate between different user & content categories) which would raise backward compatibility with legacy RAN not supporting these new QCI

· Handling HTML5 / browser based applications in this manner will be complex
· Keep all non GBR traffic within the same bearer and use inside the IP header’s
 DSCP (IPv4) / IPv6 flow label  to indicate the relative priority of the user & content associated with a specific IP flow within the context of the QCI associated with the bearer (with DSCP markings acting as subQCIs):
· The PGW (upon control of the PCRF) sets the DSCP / Flow label according to the relative priority of the user and content. The RAN considers the DSCP / Flow label at “application level” when it needs to consider relative priority of the traffic (e.g. for packet discard decision)
· Issue to tackle when a PGW (e.g. in another PLMN in case of  LBO) does not support the mechanism: it is needed to avoid that the RAN interprets a DSCP value at application level as an indication of the relative priority of the user & content while this DSCP value has not been set by a PGW supporting the new UPCON mechanism.
· Keep all non GBR traffic within the same bearer and use SIRIG based techniques (GTP-u extension header) to indicate the relative priority of an IP flow (this relative priority may depend the on the user and on the content) within a given bearer (defining “subQCI” within a bearer):
· The PGW (upon control of the PCRF) sets a GTP-u extension header according to the relative priority of the user and content. The RAN may use the GTP-u extension header when it needs to consider the relative priority of the traffic (e.g. for packet discard decision)

· To cope with requirement 1(of not defining a new QoS framework), it has to be clarified that such solution should only provide relative priority within a given QCI i.e.

· This mechanism shall not be used to mix GBR traffic and non GBR traffic
· (regardless of the subQCI tag they correspond to) Traffic on a QCI with a lower value still has precedence on traffic on a QCI with higher value
· This subQCI mechanism would deserve the same level of standardization than the QCI in order to make sure that users  benefit from a coherent QoS when they move between RAN of different manufacturers or operators (in case of network sharing) 

· Etc…

Uplink flows and proactive solutions

For Uplink traffic, classification and differentiation has to take place in the UE while the RAN is involved only in granting radio resources based on UE demands.  Current specifications already cover the case of traffic classification based on SDF (IP filters) (UL TFT sent by the Core to the UE). When traffic differentiation would rely on the detection of an application, DPI in the UE cannot be assumed.

This aspect deserves further studies.
The RAN can use priority indication received from the Core to prioritize among the packets it handles, but it has to be noted that in case of sustained congestion the priority received from the Core is mostly used by the RAN to discard the traffic in excess.

Why would Reactive solutions be needed?
The solutions listed above allow the RAN to grant different priorities to different IP flows (depending on the user & content) and especially allow the RAN to decide which packet to discard when there is a sustained congestion. 

When a RAN is suffering from a sustained congestion that cannot be solved by RAN only mechanism (appropriate HO procedures decided locally by the RAN Using of HetNet networks and inter RAT mobility), it is desirable that the Core (EPC + service layer) reduces the amount of throughput sent to this congested RAN: the Proactive mechanisms mean that in case of RAN congestion, traffic is sent from the PGW to the RAN (ENB), via the Core Backbone (S5/S8), the SGW, the S1/Iu backhaul … to be finally thrown away by the (congested) RAN (ENB). This means:
· Load for the interfaces carrying this traffic and the risk that when the intermediate links (S5/S8/S1) carrying traffic to the congested RAN are themselves congested, the intermediate routers throw away any traffic including traffic not targeting the congested RAN

· Added delay for the traffic that will nevertheless be delivered

A general rule is that the earlier the traffic is throttled, the better off a Telco system behaves. So in case of sustained (in time) and non localised congestion, it may be beneficial to notify the Core (EPC + service layer) of this congestion situation. This may allow the Core (EPC + service layer) to take appropriate actions such as
· Propose a content format (e.g. manifest) suitable for a congestion situation

· Delay procedures that are not urgent, e.g. SW upgrades, push services

· (in case of more severe congestion) Possibly discard (at the PGW) DL traffic of lower priority

· for TCP traffic discarding packets induces a reduction (“slowing down”) of the TCP window, but other mechanisms (application) are needed to limit the amount of data being transferred.

6. Conclusion 2: In case of sustained congestion, Reactive solutions are needed: the Core (EPC + application) receives information  on RAN congestion  status allowing the Core (EPC + application) to take appropriate actions to limit or delay traffic towards a congested RAN. 

It may be useful to report which UE are the main contributors to the RAN congestion, as the most efficient way to remedy the congestion may be to act on the traffic on those UE. Furthermore when RAN congestion notification would report the UE involved by the congestion of a given RAN, this would avoid having to track each UE to know in which RAN it is currently camping.
Proposed assumptions for any (proactive/reactive) UPCON solution
7. The allocation of RAN (e.g. radio or Node) resources shall solely remain within the RAN.

8. 3GPP (UPCON) shall not specify the way/algorithm to determine there is RAN congestion (and to determine which are the UE that are impacted or causing it) as this algorithm may be implementation dependent.
Features of Reactive solutions
9. 3gpp UPCON should only define the protocol to report this information (RAN congestion and which are the UE that are impacted) to entities (like the PCRF) that have subscribed to it.  PCRF rules for example leveraging this information however would remain subject to local policy and thus out of the scope of the standard. 
10. The RAN congestion status may also be notified to “friendly” applications for those applications to throttle the user or the feeding source). 
For traffic differentiation based on the application, a DPI is needed. Locating DPI in the PGW should be simpler and better in terms of network efficiency and cost. In case the DPI is located in a standalone TDF, the stand-alone TDF needs to communicate the application Id associated with an IP flow to the PGW.  Using Tunnelling between TDF and PGW to communicate this information seems to be a good option.as it avoids that this signalling interferes with headers (VLAN, DSCP, ,…)  used  by IP forwarding between the PGW and the TDF.
Proposal

It is proposed to agree on the conclusions / suggestions by numerized items with blue numbers within this document.
If the concepts are agreeable the authors of this paper are eager to provide the necessary P-CRs for TR 23.705.
� within the IP flow which is encapsulated above the S5/S9/S1-u/… tunnelling e.g. in a GTP-u tunnel
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