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1. Introduction

Three potential solutions have been identified to support overload control in IMS and have to be evaluated. However the description of these solutions is still missing.
2. Discussion

3. Conclusion

4. References
ETSI ES 283 034-2 V3.1.1: “Telecommunications and Internet converged Services and Protocols for Advanced Networking (TISPAN); NGN Congestion and Overload Control; Part 2: Core GOCAP and NOCA Entity Behaviours” is available at http://www.etsi.org/deliver/etsi_es/283000_283099/28303902/03.01.01_60/es_28303902v030101p.pdf
IETF draft-gurbani-soc-overload-control-02 is available at https://datatracker.ietf.org/doc/draft-gurbani-soc-overload-control/
IETF draft-shen-soc-load-control-event-package-00 is available at http://datatracker.ietf.org/doc/draft-shen-soc-load-control-event-package/
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6.2.3
Overload Control based on GOCAP


6.2.3.1 
Overview

GOCAP (Generic Overload Control Application Protocol) is a protocol standardised by ETSI in ES 283 034-2 [x1]. Its purpose is to provide a general mechanism for protecting hosts and servers (e.g. SIP Servers) in Next Generation Networks against processing overload. This protocol enables a host to protect itself from overload by sending to traffic sources load control filters known as "restrictions". GOCAP assumes a rate-based model, more specifically a leaky bucket model. GOCAP does not place any restrictions on the type of traffic to be restricted. A profile specification is required to make it applicable to a particular type of traffic.
A GOCAP Master is a host that uses GOCAP to protect itself from overload by sending restrictions to traffic sources known as GOCAP slaves. An XML document is exchanged between the master and the slaves to create, update or delete restrictions. GOCAP Masters and Slaves do not need to be adjacent. A GOCAP Master can send preventive restrictions to GOCAP Slaves that do not send any traffic as long as they are known to be potential traffic sources.
The GOCAP specification does not place any restriction on the protocol used to carry XML documents. However, the current version of this specification provides mapping to both Diameter and SIP. The SIP solution is primarily – but not exclusively - intended for use between entities that are already supporting the SIP protocol for other purposes (e.g. SIP Application Servers). However, GOCAP does not prevent using Diameter as means to convey overload control information between two SIP servers. In all cases the structure of the XML document is governed by the same XML schema.
When Diameter is used, GOCAP slaves act as Diameter servers in the sense that they handle restriction requests. A GOCAP Master acts as a Diameter client in the sense that it is the element requesting restrictions to be instantiated. The XML document is included in the GOCAP-Body AVP of the Profile-Update-Request Diameter command.
When SIP is used, GOCAP slaves subscribe to a specific SIP event (congestion_control) with GOCAP Masters. Restriction information is sent from the GOCAP Master to the GOCAP slaves using NOTIFY requests embedding an XML document as a message body.
A Restriction includes a list of flow descriptions, a duration and a leak rate. Flow descriptions characterize the type of traffic to be restricted. A flow description includes a destination application layer address (which may be a Telephone Number or a URI, possibly Wildcarded) and one or more application labels. The specification of application labels is outside the scope of the GOCAP specification and needs to be further specified in application documents.
6.2.3.2
Applicability to the IMS

GOCAP could be used to protect any SIP and Diameter servers in the IMS. This would require specifying a GOCAP profile for filtering SIP and Diameter traffic. Application labels would typically have to be defined to represent particular SIP messages (e.g. SIP.INVITE) to be filtered or particular Diameter messages to be filtered (e.g. Diameter.AAR).
The following IMS entities could play the role of a GOCAP Master:
-
An Application Server, in which case the role of the GOCAP Slave would be played by the S-CSCFs;

-
An S-CSCF, in which case the role of the GOCAP Slave would be played by the P-CSCFs, I-CSCFs, the IBCFs, the MGCFs, some AS; 

-
An IBCF, in which case the role of the GOCAP Slave would be played by the S-CSCFs, the I-CSCFS, other IBCFs, the MGCFs, some AS; 

-
An HSS, in which case the role of the GOCAP Slave would be played by the I/S-CSCFs and some AS.
It would not be appropriate for a collection of UE instances to play the role of a GOCAP Slaves, as the GOCAP Master (P-CSCF) would have to spend a significant amount of its processing resources to send restrictions to all registered UEs while each of them would account for a small amount of traffic. Complex UE playing the role of an externally attached network and generating a large amount of traffic might be an exception.

6.2.4
Overload Control based on draft-gurbani-soc-overload-control

6.2.4.1 Overview
This is one of the two solutions currently under discussion in the SIP Overload Control (SOC) Working Group of the IETF. The proposed mechanism is specifically tailored for preventing overload in SIP servers. It is based on feedback control rather than load control filters distribution and uses a loss-based model. 
Feedback control means that SIP servers provide load limits to upstream servers in SIP responses, to reduce the incoming rate of all SIP requests.  These upstream servers then drop or delay incoming SIP requests. Feedback control is reactive and affects signalling.  Feedback control generally affects all calls equally, regardless of destination, except for priority /emergency calls.  
The specification defines three new parameters for the SIP Via header for overload control:
-
oc: This parameter serves a dual purpose; when inserted by a SIP  entity in a request going downstream, the parameter indicates that the SIP entity supports overload control.  When the downstream SIP server sends a response, the downstream SIP server will add a value to the parameter that indicates a loss rate (in percentage) by which the requests arriving at the downstream SIP server should be reduced.

-
oc-validity: Inserted by the SIP entity sending a response upstream.  This parameter contains a value that indicates the time (in ms) that the load reduction specified by the "oc" parameter should be in effect

-
oc-seq: Inserted by the SIP entity sending a response upstream. This is an optional parameter.  This parameter contains a value that indicates the sequence number associated with the "oc" parameter defined above.
With this solution the traffic sources do not receive a filter but a global indication about the amount of traffic to be discarded. It is up to the traffic sources to determine which kind of traffic shall be restricted to conform to the loss rate. As an operator should preserve existing calls as much as possible, this suggests that mid-dialog requests will generally be given preferential treatment.  Similarly, requests that result in releasing resources (such as a BYE) will also be given preferential treatment. Policies based on the content of the Resource-Priority header or other indicators, such as the SOS URN, indicating an emergency request will also be used for prioritization.
6.2.4.2
Applicability to the IMS

This mechanism would be applicable to IMS SIP servers only.

This mechanism is best suited for preventing overload of core network servers (CSCF) where overload is not due to calls to a specific application/destination. It is less we suited for application servers.  For example, an Application Server hosting a 800 application overloaded by mass calling to a particular destination (e.g. people call a particular number to vote during a TV show) would return a loss rate to all CSCFs, which would apply it to all 800 calls regarding of the called number.
It would be inefficient to rely on this mechanism to prevent P-CSCF overload, except for the case of complex UE playing the role of an externally attached network and generating a large amount of traffic.
6.2.5
Overload Control based on draft-shen-soc-load-control-event-package

6.2.5.1 
Overview
This is one of the two solutions currently under discussion in the SIP Overload Control (SOC) Working Group of the IETF. The proposed mechanism aims at preventing overload in SIP servers by distributing load control filters to SIP servers. This mechanism can support a rate-based model, a loss-based model and a windows-based model. It has strong similarities with the SIP variant of GOCAP except that a different SIP Event and a completely different XML schema are used. 
Traffic sources act as SIP event subscribers and hosts protecting themselves from overload are acting as SIP event notifiers. They do not need to be adjacent. A host can send preventive restrictions to potential sources that do not send any traffic as long as they are known to be potential traffic sources.

A load filter contains both conditions and actions.  Filter conditions include the type of SIP request  (e;g. INVITE) to which the filter applies, calling and called identities (possibly wildcarded)  the period of time during which the control should be activated. An action is specified using of the the following elements depending on the overlaod control model used: <rate>, <percent>, and <win>.  The <rate> element denotes an absolute value of the maximum acceptable request rate in requests per second; the <percent> element specifies the relative percentage of incoming requests that should be accepted; the <win> element describes the acceptable window size supplied by the receiver, which is applicable in window-based load control.

A filter can also include an explicit indication of the desired action in case a request cannot be accepted.  The possible alternative actions are: "drop" for simple drop, "reject" for explicit rejection (e.g., sending a "500 Server Internal Error" response message to an INVITE request), and "forward" to an alternate destination (e.g. e.g., an answering machine with explanation of why the request cannot be accepted).

6.2.5.2 
Applicability to the IMS

This mechanism would be applicable to IMS SIP servers only. Whether extensions to filter conditions (e.g. IFC-like) would be required need to be evaluated.
The following IMS entities could play the role of a SIP Notifier
-
An Application Server, in which case the role of the traffic source would be played by the S-CSCFs;

-
An S-CSCF, in which case the role of the traffic source would be played by the P-CSCFs, I-CSCFs, the IBCFs, the MGCFs, some AS; 

-
An IBCF, in which case the role of the traffic source would be played by the S-CSCFs, the I-CSCFS, other IBCFs, the MGCFs, some AS; 

As for GOCAP, it would not be appropriate for a collection of UE instances to play the role of a GOCAP Slaves, as the GOCAP Master (P-CSCF) would have to spend a significant amount of its processing resources to send restrictions to all registered UEs while each of them would account for a small amount of traffic. Complex UE playing the role of an externally attached network and generating a large amount of traffic might be an exception.

6.2.6 

High Level Comparison
The following table provides a high level comparison of the key properties of the overload control mechanisms described in clause 6.2.3, 6.2.4 and 6.2.5.
	
	GOCAP
	draft-gurbani-soc-overload-control-02
	draft-shen-soc-load-control-event-package

	Applicability
	Any type of traffic
	SIP traffic
	¨SIP traffic

	Restriction Type
	Filter-based restrictions
	Global Restrictions
	Filter-based restrictions

	Mode of operation
	Traffic Independent
	Feedback
	Traffic Independent

	Model
	Rate-based (leaky bucket)
	Loss-based
	Rate-based (call gap)
Loss-based

Windows-based

	Transport
	XML embedded in SIP NOTIFY request or Diameter PUR command
	Parameters in the Via header field of SIP responses
	XML embedded in SIP NOTIFY request
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