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Introduction

Placeholders have been included in TR 23.812 for descriptions of a number of overload control mechanisms being worked in other standards bodies, and for an analysis of whether they are applicable to IMS. This contribution proposes some text for one of those clauses.
The draft-hilt-sipping-overload work has now passed to the IETF SOC (SIP Overload Control) Working Group. The requirements driving the SOC WG are contained in RFC 5390 (Requirements for Management of Overload in the Session Initiation Protocol). This Working Group has the following Active draft: http://tools.ietf.org/wg/soc/draft-ietf-soc-overload-design .
This design document sets out some possible models and design considerations for an overload control mechanism for SIP. Below are some key conclusions from it: -
· An overload control mechanism enables a SIP server to perform close to its capacity limit during times of overload.
· The SIP protocol provides a limited mechanism for overload control through its 503 (Service Unavailable) response code and the Retry-After header, but this cannot prevent overload and may worsen an overload condition

· A key contributor to the SIP congestion collapse [RFC5390] is the regenerative behaviour of overload in the SIP protocol. When SIP is running over the UDP protocol, it will retransmit messages that were dropped by a SIP server due to overload and thereby increase the offered load for the already overloaded server
· SIP transactions such as INVITE involve multiple messages, and a SIP server that randomly discards one of them will result in an unsuccessful transaction. Parsing each message in detail before discarding, for more intelligent behaviour, will increase the load on an already heavily loaded entity

A general overload control system is described, and any solution needs to consider where to place the basic functions described, and three configurations are shown (hop-by-hop, end-to-end and local) and described.

There is also a discussion of some network topologies to which overload mechanisms might need to apply. For example, where a set of SIP nodes receive traffic from a single node, or where multiple nodes send traffic to a single node. (A real deployment is likely to be a combination of these configurations.) Any overload control mechanism needs to be able to handle such configurations.

Performance metrics that could be applied to an overload control mechanism are discussed, for example reactiveness, stability and ensuring that SIP nodes operate close to their capacity limit when needed.

A number of different overload control mechanisms are discussed and evaluated: -
· Explicit overload control

· Rate-based overload control
· Loss-based overload control

· Window-based overload control

· Overload signal based overload control

· On/off overload control

· Implicit overload control

Related to the overload design document are a number of active documents: -

· http://tools.ietf.org/id/draft-gurbani-soc-overload-control-02.txt
· Describes a hop-by-hop overload control mechanism where downstream SIP servers indicate the percentage by which the upstream SIP server should reduce traffic to it, and how long that reduction should remain in effect.

· New parameters are added to the SIP Via header between adjacent SIP entities

· http://tools.ietf.org/id/draft-partha-soc-overload-resource-availability-00.txt
· This document defines explicit SIP based resource monitoring and overload avoidance mechanism based on the resource availability of the entity. A SIP server indicates resource capability to an upstream SIP server so that server can perform intelligent routing.
· http://tools.ietf.org/id/draft-shen-soc-avalanche-restart-overload-00.txt
· Describes how to avoid overload due to request avalanches. Under this mechanism, a server estimates an avalanche restart backoff interval during its normal operation and conveys this interval to its clients through a new Restart-Timer header in normal response messages. Once an avalanche restart actually occurs, the clients perform backoff based on the previously received Restart-Timer header value before sending out the first request attempt. Thus, the mechanism spreads all the initial client requests and prevents them from overloading the server.
· http://tools.ietf.org/id/draft-shen-soc-load-control-event-package-00.txt
· This document defines a load control event package for the Session Initiation Protocol (SIP). It allows SIP servers to distribute user load control information to other SIP servers in the network. The load control can throttle calls based on their source or destination domain, telephone number prefix or for a specific user. The mechanism helps to prevent signaling overload and complements feedback-based SIP overload control efforts.
It is our understanding that in the last SOC WG meeting the draft-partha-soc-overload-resource-availability document is considered out of scope for SOC.

It is also our understanding that the avalanche restart topic has received little attention in the SOC WG so far and so we don’t recommend consideration of draft-shen-soc-avalanche-restart-overload at this point.

The draft-shen-soc-load-control-event-package proposes functionality to be used when the operator is expecting a temporary increase in call load (flash crowds following an event, Superbowl advertising event, for instance; other examples are viewer-voting TV shows, ticket giveaways New Years day, Mother's day, etc.). It is expected that this event package is complementary to the more general loss-based mechanism described in draft-gurbani-soc-overload-control. This solution is not added in the Proposed Changes below.
The WG has an open call for adoption of the draft-gurbani-soc-overload-control draft as a WG item and so we believe it would be useful to capture a description of this approach in the TR, and for the IMS SWG to seriously consider this as a solution for the IMS overload control study. Adding this to 3GPP specifications would be as straightforward as referencing the draft, and say that IM CN entities should (or shall) implement the draft.
Proposed Changes

6.2.3
Overload Control based on GOCAP

Editor’s Note: This clause aims to study the adaptability of the Generic Overload Control Application Protocol as specified in ETSI ES 283 039-2, to the IMS.
6.2.4
Overload Control based on IETF SOC WG solutions

6.2.4.1
Introduction
The draft-hilt-sipping-overload work has now passed to the IETF SOC (SIP Overload Control) Working Group, and the requirements are documented in RFC 5390 [xx]. This Working Group has an active document, draft-ietf-soc-overload-design [xx], describing possible models, design considerations and solutions for an overload control mechanism for SIP. Below are some key conclusions from it: -

· An overload control mechanism enables a SIP server to perform close to its capacity limit during times of overload.
· The SIP protocol provides a limited mechanism for overload control through its 503 (Service Unavailable) response code and the Retry-After header, but this cannot prevent overload and may worsen an overload condition

· A key contributor to the SIP congestion collapse [RFC5390] is the regenerative behaviour of overload in the SIP protocol. When SIP is running over the UDP protocol, it will retransmit messages that were dropped by a SIP server due to overload and thereby increase the offered load for the already overloaded server
· SIP transactions such as INVITE involve multiple messages, and a SIP server that randomly discards one of them will result in an unsuccessful transaction. Parsing each message in detail before discarding, for more intelligent behaviour, will increase the load on an already heavily loaded entity

A general overload control system is described, and any solution needs to consider where to place the basic functions described, and three configurations are shown (hop-by-hop, end-to-end and local) and described.

There is also a discussion of some network topologies to which overload mechanisms might need to apply. For example, where a set of SIP nodes receive traffic from a single node, or where multiple nodes send traffic to a single node. (A real deployment is likely to be a combination of these configurations.) Any overload control mechanism needs to be able to handle such configurations.

Performance metrics that could be applied to an overload control mechanism are discussed, for example reactiveness, stability and ensuring that SIP nodes operate close to their capacity limit when needed.

A number of different overload control mechanisms are discussed and evaluated: -
· Explicit overload control

· Rate-based overload control

· Loss-based overload control

· Window-based overload control

· Overload signal based overload control

· On/off overload control

· Implicit overload control

Based on this design document, the IETF SOC WG has produced a number of solution proposals. The following sub-clauses provide an overview of IETF SOC WG documents that should be considered as solutions for IMS overload control.
6.2.4.2
Overload Control based on draft-gurbani-soc-overload-control
This clause briefly summarizes the solution proposed in draft-gurbani-soc-overload-control [xx].
It is a hop-by-hop solution for overload control. Adjacent SIP entities exchange indications of support for this mechanism and exchange information required for overload control.
Three new parameters for the SIP Via header for overload control are defined: -

· The oc parameter, added to a response to an upstream server. It specifies the percentage by which the load forwarded to the SIP server should be reduced.
· The oc-validity parameter, added to a response to an upstream server. It indicates the time (ms) that the load reduction should stay in effect.

· The oc-seq parameter, added to a response to an upstream server. This is optional, and indicates a sequence number associated with the oc parameter.
A compliant SIP server keeps a record of the next hop servers and the most recent oc values received. Since the topmost Via header of a response is removed by a server, the parameters are not propagated further upstream to other servers.

Algorithms for determining the value of the oc parameter sent upstream by a server are not specified. An upstream server will perform the next-hop selection algorithms that it would normally use, and then take into account any oc parameters received, to modify the proportion of traffic sent to each of the downstream servers.
6.2.4.3
Overload Control based on draft-shen-soc-load-control-event-package
Editor’s Note: This clause aims to study the adaptability of IETF draft-shen-sipping-load-control-event-package to the IMS.
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