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1.
Introduction
During SA2#52, the study of the dynamic allocation of users to application servers was advanced with the discussion and understanding of the problem that is required to be solved, as well as start on the description of some of the possible solutions.  The contribution progresses the study.
2.
Discussion

This contribution is a merge or S2-062025 and S2-062026

























3.
Proposal
This contribution proposes that the following changes are accepted into TR 23.818.
[image: image5.emf]S-CSCF S-CSCF S-CSCF

Representative 

AS

AS1 AS2 AS3 AS4 AS5 AS6

Site 1

Site 2 Site 3

ISC

Ut Other

Signalling from ISC,

Ut, other

Note, not all IMS entities are shown for simplicity


8
Analysis and identification of dynamic allocation of users to application servers

8.1
Problem Description

One aim of the IMS is to be able to reduce the operational cost of a network.  The complexity of operating a network increases with the number of supported subscribers, and one contributor will be the management of allocating subscribers to application servers for the same set of services, where there is a requirement for a user to be assigned to an application server longer than the duration of one session.  This would occur when there is data which is to be retained together with the processing resources longer than a single session (i.e. sticky data).  This will become more complex as both the number of application servers increase for a single IMS communication service (due to the need to support an increasing number of subscribers), as well as handling the application servers required for different IMS communication services; in particular if the application servers come from different vendors, supporting differing characteristics. 

To illustrate such complexity; consider a network that contains application servers for the support of PoC and Telephony (i.e. PoC-ASes and TASes).  If the network is initially configured such that there is equal number of PoC-ASes and TASes, but later the traffic pattern changes such that more TASs are required, then it will be required to re-allocate the TASs that the subscribers are on, but not the PoC-ASs.  The re-allocation of the subscribers amongst the TASs could initially be simply the addition of new TASs to support the new subscribers, however it could also be the situation whereby the traffic model has changed such that the TASs become overloaded, requiring a percentage of the subscribers to be offloaded to other application servers.  The traffic model and the characteristics for each service are likely to change independently, and not only depend on the addition of new subscribers.
In order for an S-CSCF to assign or re-assign an appropriate physical service-instance to a user it needs to take into account the Service Availability at an application server. Service Availability consists of the necessary data and logic that allows the S-CSCF to determine the availability for an application server to run the service. For example, the S-CSCF needs to have access to a real-time view of all the current states of all the application servers to identify if the application server has the required service-level capacity to take on an extra user. An application server may not be able to take on another service instance, because it is experiencing service congestion (e.g. required QoS not available to run the service), but the physical server is available (i.e. not experiencing network congestion). Additionally, logic needs to be put in place such that the users are intelligently load balanced among the available pool of Application Servers (for the specific set of services).

The application server name in an iFC (filter criteria) may represent a logical address or physical address. If the application server name represented a physical address, the reallocation of users to application servers will require a “per subscriber modification” - a modification of the iFCs (filter criteria) for all of subscribers with telephony.  This effect is even more apparent if the application servers are from different vendors, where vendor specific can be applied amongst the application servers from a single vendors, and the application servers may also have different characteristics (e.g. subscribers/application server) that may make the planning more complicated.  It will also be even more complicated when considering more services such that the traffic model and the characteristics for each service may vary independently.

The method for directing the SIP traffic to a specific application server, for a specific user, is based upon the initial filter criteria (iFC).  Take, for example, a network with 3 Telephony application servers (TAS), with logical names TAS1.operator.com; TAS2.operator.com and TAS3.operator.com.  For such a network, subscribers would be allocated to the different TASes, requiring different iFCs for the different subscribers as the application server name is part of the iFC.  These would have to be managed and updated as either the traffic characteristics changes or the characteristics of the application servers change to e.g. support more users per application server.  This results in a higher than required OPEX.

In addition to the operational costs, using the iFCs to allocate the subscribers to the application servers has an impact on the network availability.  To illustrate this, consider the above example:  If TAS1.operator.com has an outage, then all of the subscribers with TAS1.operator.com in the iFC (which is this example is 1/3 of the subscribers) would not receive the telephony service.  This results in a lower service performance than required.

It would be desirable to avoid requiring a per subscriber modification in the network when managing the changing characteristics of a network.  In order to achieve this, the iFCs for all subscribers with the same service set should remain the same (the service set is realised with IFCs that point to the application servers providing the service in the service set), irrespective of the network characteristics.   Such an approach would lead to a reduction in the operational costs, as well as improved in service performance.
The goal is to prevent the need for any changes of data in an S-CSCF (and HSS) when a new application server is introduced into the network. An S-CSCF needs to be informed of the specific capabilities of an Application Server (e.g. what services it provides, how many instances it can run, what services require a permanent assignment of a user to an application server, etc) so that it can be added to the “pool” of available Application Servers that can provide a particular set of services for the subscriber. 

In Summary, the key problems are:

1. How is a server selected to support a service for a new subscriber taking into account data and intelligence to allow for load balancing and performance of the network when a pool of application servers are available for assignment.

2. How is a user dedicated to that application server for ongoing communication?

3. How is a user re-assigned to an application server, what is the data that determines that a reassignment is required and where does this data come from?
4. How is the S-CSCF informed of the capabilities of a new application server that allows it to make decisions on re-assignment?
8.2
Solution analysis

8.2.1
General

This section describes procedures for the support of keeping the same IFC for the users with the same services irrespective of the network configuration and is based upon the following principles:

· A user could be served on a number of SIP-AS.

· When a user is not allocated to a SIP-AS, none of the SIP-ASes stored the data for the user (for that service).

· The solution allows that SIP-AS maybe allocated to the user when the network receives the first application facing triggerable event for that user.  Such a request could be a SIP registration; a SIP terminating call; an operation over the Ut interface or an operation over other interfaces, the first originating INVITE for the user, etc.

· A SIP-AS can decide when to de-allocate the user from the SIP-AS.  This is expected to be at, or sometime after, e.g. de-registering from the network.

A number of proposed solutions are captured in Annex C.
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C.3
Flexible application server selection – HSS storage of selected application server

C.3.1
Solution Description

C.3.1.1
SIP initiated SIP-AS allocation

In this section, the term “Specific SIP-AS name” is used to represent the FQDN that would uniquely resolve to an IP address of the physical SIP-AS serving the user.

The procedures for allocating a user to a SIP-AS based upon the reception of SIP signalling is shown below in figure C.3-1.
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Figure C.3-1: SIP-AS allocation due to SIP registration.

Note:
While steps 4-5 and 6-9 are shown as separate information flows over the Sh interface, these could be combined for reasons of efficiency.

1. The UE registers with the network.  The service profile is downloaded from the HSS to the S-CSCF.  The service profile for the selected service contains a “server name” that could correspond to a number of SIP-ASs, and does not contain a “specific SIP-AS name” representing an allocated SIP-AS.

2. The S-CSCF performs the DNS query on the “server name” and resolves this to one of the IP address which represents one of the SIP-ASs.

3. The S-CSCF sends the 3rd Party register to the SIP-AS over the ISC

4. The SIP-AS requests the subscriber data contained in the transparent data over the Sh

5. The HSS returns the transparent data to the SIP-AS

6. The SIP-AS writes the specific name of the SIP-AS to the HSS

7. The HSS informs the S-CSCF of the specific SIP-AS name.

8. The S-CSCF acknowledges the update

9. The HSS acknowledges the read of the data to the HSS.

10. The 200 OK is returned to the S-CSCF.
Note:
While the above flow is for a SIP registration, the same principle can be applied to any SIP signalling

It can be seen in the flow contained in Figure C.3-1 that :

· The SIP-AS retrieves the subscriber data over the Sh-interface from the HSS.  The subscriber data is stored in the transparent data. (steps 4-5).

· The SIP-AS writes the specific name of the selected SIP-AS into the HSS, and the HSS informs the S-CSCF of the specific name of the allocated SIP-AS

This allows the S-CSCF to forward any further relieved flows to the allocated SIP-AS.

If there was a SIP-AS already allocated to the user, then upon registration the S-CSCF would be provided with the name of the specific SIP-AS instead.   This applies to IMPUs of the subscriber and to any application server for the subscriber with the same general name for the application server.

C.3.1.2
Ut interface based SIP-AS allocation

The procedures for allocating a user to a SIP-AS based upon the reception of signalling over the Ut interface is shown below in figure C.3-2.

[image: image9.emf]HSS SIP-AS

2. Sh-Update (Remove SIP-AS name)

3. Sh-Update Resp

1. De-allocate User

Figure C.3-2: SIP-A S al location due to upon Ut interface signalling. 

Note:
While steps 6-7 and 8-11 are shown as separate information flows over the Sh interface, these could be combined for reasons of efficiency.

1. The Ut request is sent to the configured address in the terminal – which reaches a SIP-AS front end.

2. The SIP-AS FE queries the HSS for the allocated SIP-AS

3. In this case, as there is not a SIP-AS already allocated, the HSS returns an indication that not SIP-AS has been allocated

4. The SIP-AS front end selects the SIP-AS.

5. The Ut request is sent to the selected SIP-AS

6. The SIP-AS request the subscriber data contained in the transparent data over the Sh

7. The HSS returns the transparent data to the SIP-AS

8. The SIP-AS writes the specific name of the SIP-AS to the HSS

9. The HSS acknowledges the read of the data to the HSS.

10. The Ut interface response is returned to the SIP-AS front end.

11. The Ut interface response is returned to the UE.

It can be seen in the flow contained in Figure C.3-2 that :

· Upon the reception of a Ut interface request, the SIP-AS front end contacts the HSS to see if a SIP-AS has already been allocated.

· The SIP-AS retrieves the subscriber data over the Sh-interface from the HSS.  The subscriber data is stored in the transparent data. (steps 6-7).

· The SIP-AS writes the specific name of the selected SIP-AS into the HSS

If there was a SIP-AS already allocated to the user, then specific SIP-AS name would be returned to the SIP-AS FE.  The SIP-AS FE would return the Ut interface request to the specific SIP-AS.

C.3.1.3
De-allocation of user from a SIP-AS
The procedure for a SIP-AS to de-allocate a user is shown in Figure C.3-3

Figure C.3-3: SIP-AS de-allocating a user 
1. The SIP-AS decides to de-allocate a user from the SIP-AS

2. The SIP-AS sends a Sh-Update to the HSS to remove the specific SIP-AS name for the user

3. The Sh-Update Response is returned to the SIP-AS

Note:
The de-allocation of an application server may occur at when a user is considered to be de-registered from the network, though the de-allocation is not restricted to this case and may occur for other reasons.

IMPACTS TO IMS ENTITIES:

· HSS: 

· The HSS needs to remember the AS that has been allocated to the user for every service

· The HSS and Sh interface needs to be capable of handling large scale de-allocation of subscribers from a particular AS if it were to go into overload/failover. Otherwise system level sanity may be lost. 

· The Sh interface is required for ASs complying to this approach

· S-CSCF:

· New signalling needs to defined over the Cx interface to notify S-CSCF of the AS selection and de-allocation. 

· FFS - S-CSCF needs to contain the data and logic that allows it to make decisions on server assignment and re-assignment. For example, if the AS sheds users, that AS should not factor into allocation procedures until that AS is ready to accept further messages.

· FFS - The S-CSCF needs to have access to the data related to the health of each AS, so it can make decisions on assignment and re-assignment (in the case of unable to contact an AS) of users to application servers.

C.3.2
Solution Analysis

The Flexible application server approach is a scalable, efficient solution that allows multi-vendor deployment without the need of new interfaces.

The solution is efficient in that for traffic (i.e. call establishment) in that it minimises the need of an intermediate nodes between the S-CSCF and the AS performing the logic.  This reduces the deployment cost as well as the latency on the ISC interface.

The solution is scalable in terms of re-using the basic scalability provided by the IMS (HSS, CSCFs etc), and the solution is valid independent of the number of instances of the application servers deployed.  Means to favour application servers in the same site as the S-CSCF can be applied with efficient usage of DNS (other means may be possible as well).

The solution allows for inter-vendor deployment without requiring new interfaces in the IMS architecture.  The IMS This is valid even irrespectively of whether the application server was selected due to SIP related activities (registration, terminating call); or whether it was due to other interfaces such as Ut, or other interfaces that may connect to an application server.
The noted disadvantage is that it requires an application server to employ the Sh interface in order to take advantage of this solution.  The weight of this disadvantage is questionable though as solutions arise inside 3GPP that rely on the use of the Sh interfaces (e.g. VCC, ..).
The use of this solution for load distribution requires further study.


C.4
Hierarchical application server – Application server storage of selected application server.

C.4.1
Solution Description

One of SIP application servers acts as a load balancer (or a distributor) and other application servers behind it provide the desired service to a user. In this section it is called as the Hierarchical application server architecture. Hereafter the application server acting as a distributor is a representative AS and an ASes at the back of the representative AS are back-end ASes. It is the name of a representative AS that is registered in the iFC. The S-CSCF routes the received request message from the UE to a representative AS according to iFC and a representative AS selects one of back-end ASes and route the request to it.




Figure C.4-1: processing initial/standalone request

In figure C.4-1, the S-CSCF routes the initial request from the UE to the representative AS as usual IMS service procedure. The representative AS selects one of back-end ASes and reroutes the request message received from the S-CSCF. Then the selected back-end AS invokes the service logic and returns the message back to the representative AS or the S-CSCF to proceed.

However, a SIP message is usually large and only single additional hop could result in additional routeing delay. SIP dialog consists of the initial request, the subsequent request and the corresponding responses. On receiving the initial request, the application server decides to remain or not in the subsequent requests using the Record-Route header. Therefore, routeing path can be optimized when a representative AS decides not to remain on the path and the forwarding delay will not happen. In some service scenarios, a representative AS doesn’t even need to keep the dynamic allocation information because it is already embedded in the Record-Route header included in the initial response. In this way a representative AS can be a state-less SIP proxy server.
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Figure C.4-2: optimized routeing path in subsequent request

In figure C.4-2, the UE directly sends subsequent request to the allocated back-end AS (AS 1) by incorporating explicitly the Route header built from the routeing information received in the response.

IMPACTS TO IMS ENTITIES:

· HSS:

· None.

· S-CSCF:

· FFS – depending on scaling solution.

· FFS - server de-allocation needs to be communicated to the Representative AS.

· FFS – The Representative-AS needs to contain the data and logic that allows it to make decisions on server assignment and re-assignment. For example, if the AS sheds users, that AS should not factor into allocation procedures until that AS is ready to accept further messages
· FFS - The Representative-AS needs to have access to the data related to the health of each AS, so it can make decisions on assignment and re-assignment (in the case of unable to contact an AS) of users to application servers.
A new element, the Representative AS, needs to be added to the network. The representative AS would maintain the states of users and their allocated AS. All new sessions are initially routed though the Representative AS.
C.4.2
Solution Analysis

This solution requires an additional traversal of an additional functional entity for the initial signalling and requires the specification of a new interface in order to produce a scalable architecture that supports inter-vendor deployment.

The need of a new interface in order to ensure scalable solution that can be deployed in a mult-vendor scenario arises from the understanding that it is likely that a “single representative AS” is not likely to be sufficient to support all of the signalling for a logical AS in the network.  Furthermore, it would be inefficient to have a single point in the network performing the AS selection.  A large network deployment would have the application servers distributed across sites, and it would be inefficient to take all traffic via a single site.  
Given that it does not seem reasonable to have a single central “representative AS”, the alternative is to have multiple instances of a representative AS. Given that an AS may be selected for e.g. Registration, terminating call to unregistered users, or for a SIP-AS, then solution needs to work when the request for a user arrives at any Representative AS.  As such, when receiving a new request for a user, that will result in a the allocation of a new AS, then the representative AS has to both distribute this decision to the other representative ASs as well as checking to see if another representative AS is not allocating a user at that particular time.  This updating is likely to be quite a load and scalability of such an architecture represents certain challenges.  This protocol would require standardisation if multi-vendor deployment is to be supported.
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