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1 Introduction
As agreed on SA2#52, a high level description of Network-initiated QoS and how it is used together with PCC and IMS is provided in this document. 
2  Network-initiated QoS and PCC, high-level description
2.1 Introduction

This annex considers services provided by the operator to the subscriber, subject to PCC control, and in particular IMS-based services. In these cases the subscriber is paying for a service experience rather than a L2 bitpipe. It is the responsibility of the operator to deliver the service to the subscriber with sufficient quality, and therefore to determine the adequate L2 bearer QoS mechanisms. 

This contributions describes the additions to Rel7 protocols in order to provide network-initiated bearer QoS,  and gives an overview of how these mechanisms could be used in an end-to-end IMS use case. Note that it is an operator decision whether to use network-initiated bearer QoS or not.

Note: This annex describes the case when the network controls the QoS, i.e. the NW-init mode and for those cases when the network controls the QoS in the mixed-mode.  

Note: The use cases describe the UTRAN case (RAB operations). The solution applies similarly to GERAN. 

2.2 Solution overview

2.2.1 Abbreviations

The following abbreviations are introduced in the description of the solution: 

NRSPCA

Network-Requested Secondary PDP Context Activation – a new SM procedure

ULTFT

UpLink Traffic Flow Template – packet filters for a PDP context in the UE,
for mapping packets to the PDP context
2.2.2 Functional model

Figure 1 shows the overall model for QoS policy control. The main QoS-related  functions of the nodes involved are described below. 
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Figure 1 Model for QoS control
Application in UE: 

· Initiates/terminates end-to-end session signaling. (In this context, the IMS client would be part of the “application”.)
· Acts as if resources are available, when the network has instructed the bearer layer (“MT”) to use the NW-init mode
· For the IMS case: initiates sessions with “preconditions=met” (i.e. current qos equals desired qos),  and indicates preconditions “not required”. (Using “preconditions=not met” or “inactive” would require that the UE can determine when resources later are available. But with NW-init mode, the UE should not need such QoS policy data to determine this condition.)

· Is agnostic to the use of NW-init vs UE-init mode, and may therefore request QoS status from the bearer layer over a QoS API also for NW-init mode. In case of NW-init mode, the bearer layer (MT) then responds that resources are available.  
AF: 

· Provides service-related information extracted from session signaling to the PCRF, for potential use in deciding bearer QoS for the service data flows

PCRF: 

· Mapping operator-provided service to bearer QoS class, and indicate this to GGSN in PCC Rules. The mapping is based on a combination of service session information received on Rx, policies provisioned by the operator and optionally subscriber information. Service session information include information that the AF can derive from the session level signaling, that may be used (according to operator policies) for deriving a suitable QoS class. This may include: media flow descriptions, IMS communication service identifier, destination address for network-provided services (e.g. URL), etc. 

· Provides policy for QoS initiation mode per IP-CAN session (PDP address / APN pair for a UE), i.e. “UE-initiated QoS” or “Network-initiated QoS” or “Mixed mode”. 

· Policy-based decision on when a QoS Class (PDP context) should be established (e.g. early or late in an IMS sequence)

GGSN: 

· Detecting need for and initiating NW-init PDP context for a QoS class, as given in PCC rules. Otherwise modifies PDP context, if needed. 

· Gate enforcement per service data flow for UL and DL. In particular, contains a DL Packet Filter controlling mapping of DL flows onto PDP context, and an UL Packet Filter, to police the correct mapping of uplink packets. 
· Enforces ULTFT to be installed in UE for mapping UL flows to correct PDP context. 

SGSN: 

· Indicates capability of NRSPCA to the GGSN. 

· Relays PDP context control signals from GGSN towards RAN and/or MT. 
RAN: 

· Sets up RABs and RB on demand (as today). Performs admission control based on GBR for established bearers. 

MT: 

· Indicates capability of NRSCPA to the network. 

· If “NW-init QoS” indicated from network: the UE should not initiate QoS on bearer level itself, but should assume that resources will be provided by the network, including initiation of a new PDP context (if needed), modification of QoS of an existing PDP context (if needed), modification of the ULTFT of an existing PDP context (if needed) or release of a PDP context.  Applications are informed that resources are available, if querying over a QoS API. 

· Stores an ULTFT per PDP context, that maps UL flows to that PDP context. 
· Does not need to contain policies for determining bearer QoS based on service / session information. Such policies need only be provisioned  to the PCRF in the network. (Any policies provisioned in the MT for UE-init mode, are not used in NW-init mode.)
2.2.3 Additions to 3GPP protocols
The additional features needed for a complete solution for network-initiated bearer QoS are:
· Network-initiated bearers

· Network-controlled uplink filters (ULTFT) in the UE (based on IP address, port numbers and/or TOS/DSCP values)

· Capability negotiation

These are proposed to be supported by the following limited additions to 3GPP protocols: 

· NRSPCA

· A new procedure to let GGSN request a new PDP context from the SGSN. Parameters include a QoS profile and the associated ULTFT to be installed in the UE. 

· A new procedure to let the SGSN request a new PDP context from the UE. Parameters include a QoS profile and the associated ULTFT to be installed in the UE.

· Network-controlled modification of UL filters

· New information in the network-initiated PDP modification procedure (from GGSN to SGSN, and from SGSN to UE), including the associated ULTFT to be installed in the UE.

· Capability negotiation in IP-CAN session establishment

· A new parameter in the PDP context activation request from the UE to the SGSN, and from SGSN to GGSN, indicating the capability of the UE to handle NRSPCA and network-controlled UL filters. 

· A new parameter in the PDP context activation response from the GGSN to the SGSN to the UE, indicating the QoS initiation mode (UE-initiation or NW-initiation or mixed mode)
· The working assumption is that changing the QoS initiation mode during an IP-CAN session should be avoided, and is not needed. In a realistic deployment, the operator has upgraded all SGSNs before starting to use NW-initiated mode. However, a simple but brutal mechanism should be standardised, that allows the network to indicate a changed QoS initiation mode with a GGSN-initiated PDP context request, after the completion of an inter-SGSN Routeing Area Update, if the new SGSN has another capability. In some cases, loss of PDP contexts may occur, but since this is a rare event, this is seen acceptable. 
· Support on Gx for the above, in particular: 

· Capability indication to PCRF, and QoS initiation mode indication from PCRF

· Push of PCC rules 

Below is shown how these components can be used in a PCC framework to enable a complete and unambiguos control according to operator policies, in an IMS use case. 

2.3 Use cases

2.3.1 PDP context use cases

The following use cases are used as components in the end-to-end use cases, but are here described in detail, including interaction between SGSN and GGSN. 

2.3.1.1 Network-Initiated Bearer setup

Figure 2 shows the signaling sequence for a network-initiated bearer setup. 
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Figure 2 Network-Initiated Bearer setup

The following steps are performed: 

· the GGSN initiates a NRSPCA procedure towards the SGSN, including the QoS profile and a correlation identifier (Corr-Id). The ULTFT to be installed in the UE for this PDP context is also included. The ULTFT may be empty, or may be based on IP adresses, port numbers, protocol id or DSCP/TOS values, or a combination. The Corr-Id is later used by the GGSN to associate the new PDP context with this NRSPCA.

· the SGSN initiates the NRSPCA procedure towards the UE, including the same information as received from the GGSN, but with a TI (Transaction Identifier) instead of the Corr-Id. The SGSN stores the association of the TI with the Corr-Id.

· the UE stores the ULTFT associated with the PDP context being setup, and then triggers an Activate secondary PDP context request according to Rel6 specs, including the QoS profile and TI received in the NRSPCA. 

· the SGSN triggers a Create PDP context request to the GGSN, and includes the Corr-Id associated with the TI received from the UE. 

· the GGSN associates the Create PDP context request with the earlier NRSPCA by using the Corr-Id,  and sends a Create PDP context response, including the QoS profile to be setup for this PDP context. (Note that this QoS profile may be different from the one received from the UE.)
· the SGSN requests a RAB from RAN using the QoS profile received from GGSN in the Create PDP context response. 

· the RAN sets up the RAB, including necessary Radio Bearer signaling, and returns a completion message. 

· the SGSN informs the GGSN about the successful setup with the Update PDP context request procedure, and finalises the PDP context activation with a response to the UE.

2.3.1.2 Network-initiated PDP context modification

Figure 3 shows two use cases for network-initiated PDP context modification: modification of the ULTFT (above) and modification of the GBR, i.e. admission control (below). These are described separately, however, a combined procedure may of course also be triggered. 
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Figure 3 Network-initiated PDP modification, of ULTFT (above) and GBR (below)
The PDP context modification of the ULTFT involves the steps: 

· the GGSN triggers a Network-Initiated PDP context modification to the SGSN, including the new ULTFT for the PDP context. The ULTFT may be based on IP addresses, port numbers, protocol id or DSCP/TOS, or a combination. 

· the SGSN triggers a PDP context modification with the new ULTFT to the UE

· the UE installs the new ULTFT for this PDP context and responds to the SGSN

· the SGSN responds to the GGSN. 

The PDP context modification of the GBR involves the steps: 

· the GGSN triggers a Network-Initiated PDP context modification to the SGSN, including the new GBR for the PDP context
· the SGSN triggers a RAB modification with the new GBR to the RAN

· the RAN performs an admission control with the new GBR, and responds to the SGSN.  

· the SGSN signals the new GBR to the UE, and waits for the response

· the SGSN responds to the GGSN. 

It is assumed that, if the requested GBR could not be admitted, the RAN rejects the request. 
2.3.2 End-to-end use case

Notes on the use cases: 
· in the figures, the SGSN and GGSN are collapsed into one node. The interaction between them is described in the text. 
· On Gx, QoS is described with the QoS class identifier, MBR and optionally GBR. 
· Dotted arrows indicate signals that are not always present.
· The use cases should be seen as an example of a possible signaling sequence – not mandating this particular sequence in all implementations. In particular, the shown use cases apply for a particular policy configuration, when Network-initiated QoS is supported by all nodes, and used by operator policy.

2.3.2.1 Provisioning phase

· The operator provisions the mapping rules for mapping of services (subject to PCC control) to bearer QoS class into the PCRF. 

· These mapping rules may use service data (from Rx), subscription data (provisioned) or a combination as an input to the mapping decision. 

· In these use cases, the operator provisions the policy to use network-initiated QoS whenever possible (UE and SGSN capable). 

Note: there is no need for the operator to provision terminals with rules how specific applications shall be handled.

2.3.2.2 IP-CAN session setup phase

Figure 4 shows a use case for two UEs connecting to the IP CAN network. 
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Figure 4. IP-CAN session setup
· At IP-CAN session setup (PDP context activation to a PDP address / APN pair), the UE includes a capability indication indicating it is capable of network-initiated QoS. In this use case, the PDP context established is a general-purpose PDP context (i.e. the UE does not include the PCO flag indicating that this PDP context would be used only for IMS signaling). 
· The SGSN appends its capability indication, and the GGSN forwards UE + network capability indications to the PCRF. 

· The PCRF takes the decision to use network-initiated QoS for this IP-CAN session, and includes such an indication to the GGSN, for forwarding to the UE. Also, a default QoS level is enforced for this general-purpose PDP context. 

2.3.2.3 Service setup phase, IMS call (Rx control)
First a thorough description of a normal call setup use case is described. Then some briefer notes are given on other cases for call setup, as well as for call clearing.
2.3.2.3.1 Successful call setup: Normal case

Figure 5 and Figure 6 below shows two use cases for an IMS call setup between two IMS clients, for the basic Network-initiated QoS solution. Figure 5 shows the case where the bearer (PDP context) for the QoS class needs to be setup. Figure 6 shows the case where the bearer (PDP context) for a given QoS class is already established, triggered by another service data flow using that QoS class. 
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Figure 5. IMS call setup– bearer needs to be setup on demand.
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Figure 6. IMS call setup - bearer for QoS class is already setup.
· Optionally, the IMS client will check with the terminal before session setup, to check the resource status. (This would be the case of an IMS Client integrated in the UE, developed to work also for the UE-initiated mode.)

· Since “NW-init QoS mode”  is used, the application will be informed that resources are available. The application sets up a session, in the IMS-case with “preconditions=met” (and no “inactive” indication).
· The P-CSCF requests a policy check over Rx, forwarding session service information that is potentially useful for the PCRF for identifying QoS needs for this service. 
· This information may include information derived from the SDP about media bandwidth and type, as well as IMS communication service identifier, optionally an Application Reference and potentially other information relevant to identify the service QoS needs. Also the flow status is included for gating control.

· This policy check already at the SDP Offer is a change compared to normal use cases for Rel6. It is needed to avoid ghost ringing (and depending on when SDP answer arrives, voice clipping), when this short SIP sequence (preconditions=”met”, indicated with current qos=desired qos) is used. Since the P-CSCF should be unaware of the QoS initiation mode, it needs to trigger this check for any SDP Offer, where preconditions=”met” is indicated. 

· The PCRF maps the flows described on Rx, using the session service information from Rx as input to the rules provisioned to it. Optionally, this is combined with subscription data from the SPR. The output is the bearer QoS needed, described by: QoS class identifier, UL+DL MBR and optionally UL+DL GBR.
(MBR is derived from the maximum rates of the SDP. GBR, if used, is derived according to operator policy – it could be set to MBR, or it could be lower.)
· The PCRF creates a PCC Rule including the bearer QoS for each service data flow. The PCC Rule also includes the DL filter to be installed in the GGSN. The PCC Rule is is pushed to the GGSN. 

· Depending on operator policy for the requested IMS service/media type, the PCRF may respond to the P-CSCF directly (“early Rx response”), to let the Session setup proceed in parallel with the PCC Rule installation, or withhold the response to the P-CSCF until a response from the GGSN is received (“late Rx response”), as shown here. 
· This is a trade-off between risk for ghost ringing (dependent also on network dimensioning) and setup delays. 

· The GGSN analyses whether there is a PDP context with the given QoS class to this UE already. 

· If the requested QoS class  is not established (case shown in Figure 5): 

· the GGSN initiates a Network-initiated Bearer setup procedure according to Figure 2 above. Since there is no SDP Answer yet with dynamic IP+port to be used for the uplink, the UL filter is empty. 
· the GGSN installs the PCC Rule with normal PCC procedures (filters, charging key, gate status) and responds to the PCRF.

· If the requested QoS class  is already established (case in Figure 6): 

· if a GBR value is included in the PCC Rule, the GGSN should trigger admission control on this QoS class. The GGSN adds the GBR of the requested PCC Rule to the aggregate GBR already admitted on this QoS class (PDP context), and triggers a GGSN-initiated PDP context modification of the GBR according to Figure 3 above.  
· the GGSN installs the PCC Rule with normal PCC procedures (filters, charging key, gate status) and responds to the PCRF.

· The PCRF responds successfully to the P-CSCF. 

· The SIP INVITE is propagated via the IMS network to the terminating P-CSCF
· The terminating P-CSCF triggers a policy check to the PCRF, including service session information, and flow status for gating control.
· As on the originating side, the operator can control the PCRF to respond directly to the P-CSCF (to let the session setup proceed), or to wait for the successful PCC Rule installation (as shown here).
· The PCRF maps the service data flows to bearer QoS according to the terminating operators policies.

· The PCRF creates a dynamic PCC Rule and requests the GGSN to install it. This includes the QoS class identifier, MBR, optionally the GBR and the UL filter.  
· As on the originating side, the GGSN checks whether a PDP context for this QoS class already is setup: 

· If the requested QoS class is not established (case shown in Figure 5): 

· the GGSN initiates a Network-initiated Bearer setup procedure according to Figure 2 above. The ULTFT to be installed in the UE for this PDP context is also included, and contains the UL IP+port as described in the SDP offer. 

· the GGSN installs the PCC Rule with normal PCC procedures (filters, charging key, gate status) and responds to the PCRF.

· If the requested QoS class is already established (case in Figure 6): 

· if a GBR value is included in the PCC Rule, the GGSN should trigger admission control on this QoS class. The GGSN adds the GBR of the requested PCC Rule to the aggregate GBR already admitted on this QoS class (PDP context). 

· the GGSN triggers a Network-Initiated PDP context modification, according to Figure 3 above, optionally including the GBR. 

· the GGSN installs the PCC Rule with normal PCC procedures (filters, charging key, gate status) and responds to the PCRF.

· The PCRF responds successfully to the P-CSCF. 

· The SIP INVITE is forwarded to the terminating IMS client. 

· The terminating IMS client may optionally check resource status from the terminal, and is informed that resources are ensured (since NW-init QoS mode is used). 

· The terminating IMS client can start ringing, and sends a SIP 180 Ringing message back to the A-client. 
· The answer of the user triggers a SIP 200 OK from the terminating client to the originating side. This includes the SDP answer, including the IP+port to be used in the direction towards the terminating client.
(Note: Here, the SDP answer is shown to be included in the SIP 200 OK. Another possibility is that SDP answer is sent already in SIP 180 Ringing, in which case the related Rx/Gx interactions are triggered at that message. There may however still be Rx/Gx interactions for gating control at the SIP 200 OK.) 
· The P-CSCF triggers a policy check with the updated service session information, and including flow status for gating control. 

· The PCRF updates the PCC Rule with the DL filter information in the GGSN, and responds to the P-CSCF. 

· The SIP 200 OK is forwarded to the originating P-CSCF, which performs a policy check, and includes the SDP answer, and flow status for gating control. 

· The PCRF updates the PCC Rule with the UL filter for this flow. The PCRF modifies the PCC Rule over Gx. 

· The GGSN updates the PCC rule with the given UL filter. The GGSN triggers a Network-Initiated PDP context modification according to Figure 3 above (the ULTFT modify case). Then the GGSN responds to the PCRF. 
· The PCRF responds to the P-CSCF. 

· The P-CSCF forwards the SIP 200 OK to the originating IMS client. 

· The media can now flow in both directions. The ULTFT in each terminal maps the flow to the PDP context decided by the policy of the operator of that user. 
2.3.2.3.2 Successful call setup: B-side SDP modification case

If the terminating client down-negotiates the SDP, then resources reserved with GBR admission control earlier may need to be released. This is done within the policy checking procedures anyway triggered by the SDP Answer on both the terminating and originating side. 

· The PCRF determines a lower GBR based on updated session information, includes this in the PCC Rule modification to the GGSN. 

· On the terminating side, the GGSN triggers a PDP context modification with the lower GBR to the RAN, via the SGSN. 

· On the originating side, the GGSN includes the modified GBR in the PDP context modification that installs the updated ULTFT in the UE. 

The principle followed is thus one roundtrip of SIP/SDP signaling, with resource reservation in each access on SDP offer, and potentially with changes on SDP answer. This in contrast to the principle when using preconditions=”not met” or ”media=inactive” in the SIP/SDP signaling, when there is two roundtrips of SIP/SDP signaling needed, before and after the resource reservation in the access, to complete the session setup.
2.3.2.3.3 Unsuccessful call setup: No resources on A-side

If the originating RAN rejects the requested GBR for one or more media flows, this reject is propagated to the PCRF. There are two main cases for how this then is handled.

Late Rx response case: 

· The PCRF has not yet responded to the P-CSCF, and will therefore indicate rejection of the one or more media flows. 

· The P-CSCF can have different policies for handling the situation:

· A basic case would be to reject the SIP INVITE/SDP Offer to the IMS Client, and indicate a temporary failure due to resource reasons, to allow a retry. The SIP client would then retry, potentially with lower bitrates and/or omitting some media types. 

· More advanced cases are FFS, e.g. the P-CSCF disables the rejected media flows by setting the port numbers to zero. 

Early Rx response case: 

· The PCRF has already responded to the P-CSCF, and the SIP session setup has progressed towards the terminating side. (This case would occur if the PCRF knows that the PCC Rule installation will take long time.)

· The P-CSCF will reject the SDP offer according to the above case. In addition, it needs to signal cancellation of the session towards the terminating network. 

· In this case, there is a risk for ghost ringing (if ringing starts before cancellation reaches B-client)
2.3.2.3.4 Unsuccessful call setup: No resources on B-side

If the terminating RAN reject the requested GBR for one or more media flows, this reject is propagated to the PCRF. As above, there are two cases for this. 

Late Rx response case: 

· The PCRF responds with a reject to the P-CSCF. 

· The terminating P-CSCF can act as on the originating side, i.e:

· Basic case: reject SIP / SDP Offer towards originating network, with temporary failure indicating resource limitation. This rejection is propagated to the originating client, which may retry with lower resource requirements. 

· Advanced cases (FFS), e.g. setting port number = 0 on rejected media flows.

Early Rx response case: 

· The P-CSCF needs in addition to cancel the ongoing session towards the B-client, with the risk of ghost ringing. 
2.3.2.3.5 Call clearing and bearer termination
Since the purpose with Network-initiated QoS is to provide complete control on bearer QoS from the network side, also QoS-related release of PDP contexts and resources should be initiated from the network. This requires no additional procedures, but the specifications should state that the UE, in case of NW-init mode, should not itself release PDP contexts at e.g. the end of the SIP session. (Note: for other reasons, e.g. at detach, the UE should of course release PDP context(s).)
· The clients send SIP BYE messages, triggering release of the Rx session to the PCRF

· If the policy is to release unused PDP contexts, the PCRF will signal removal of the PCC Rules to the GGSN. The GGSN will check if no other PCC Rule is using that QoS class, and if not, the GGSN will initiate release of that PDP context. 

2.3.2.4 Service setup phase, RTSP streaming (Rx control)

A use case for RTSP-based streaming can be outlined, using a similar solution as above. In this case, the streaming server or streaming proxy will act as the AF towards the PCRF. 
3 Conclusion

It is proposed to include the contents of Section 2 (above) as an informative annex into TR 23.818.
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