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1. Introduction
In this contribution, we clarify the requirements for inter access system mobility and propose network-based mobility management.
2. Requirements for mobility between inter access systems

The following requirements described in TS 22.258 “Service Requirements for an All-IP Network (AIPN)” needs to be imported as the requirements for inter access system mobility requirements. Note that the texts have been modified by replacing “AIPN” with “SAE”.
From section5, “High Level Requirement”:

- SAE shall be capable of accommodating a variety of different access systems hence providing a multi-access system environment to the user. The SAE shall support service provision and provide mobility functionality within and across the different access systems.

From section6.4, “Quality of Service”:

- It shall be possible for the SAE to assure end-to-end QoS without modification when the terminal or session moves from one access system to another, if the target access system supports the required QoS.
From section7, “Multi-access and Seamless Mobility”:

- The SAE shall support end-user, terminal and session mobility.

- The SAE shall be capable of providing seamless terminal mobility within and across access systems. The user shall experience no disruption in the service due to terminal mobility.

- The SAE shall be capable of maintaining a service during a change in access system, with no perceivable interruption from a user perspective.
- The SAE shall support adaptation of services to the capabilities provided by the access systems during terminal mobility. 
- The SAE shall support terminal mobility based on criteria including radio conditions, service requirements, user preferences and operator policies. 
- The SAE shall provide appropriate mechanisms to enable users to connect to the SAE through multiple access systems, including EUTRAN, I-WLAN and UTRAN & GERAN based access systems.
From section11.2.1, “Location Privacy”:

- It shall be possible to provide no disclosure, at any level of granularity, of location, location-related information, or information from which a user’s location can be determined, to unauthorised parties, including another party on a communication.

3. Network-based mobility management for Inter access systems
To enjoy the benefit brought about by IP technology, the mobility management in the SAE should be IP based solution. In this section, we describe the necessity of the network-based mobility management and our proposal.
3.1 Why we need network-based mobility management
The solution of inter access mobility management for SAE should meet the requirements mentioned above. Following key aspects brought about by these requirements show the necessity of network-based mobility management approach. 
The network-based mobility management is that the mobility management solution which the operator controls the IP packet routing path for the UE and switches it according to the UE mobility. The network-based mobility management is activated when the radio access network gives the trigger to the CN.
Aspect1) Seamless mobility:
Regarding the handover delay in the mobility management, it is generally known the following three items are the cause of delay: 1) wireless link establishment, 2) IP address configuration and 3) handover registration delay. The wireless link establishment delay and handover registration delay are inevitable, whereas the IP address configuration is not indispensable if the mobility management does not require IP address change to the UE.
This can be achieved by employing the network-based mobility management that can control the routing path for UE without requiring IP address change to the UE even when the UE moves to the different IP attachment point, while the terminal based mobility solution requires the UE to handle the IP address configuration due to its mobility
Aspect2) Efficient use of network resources including wired and wireless:
Although the wireless technology increases the bandwidth, the wireless resource is still limited and must be used in efficient way. For this reason, the extra overhead for IP packet transmission and over the air signalling should be minimized. The wired resource usage should be also minimized to reduce the network cost, such as leased line, by using a mechanism such as optimal routing.

By not requiring the IP address change to the UE when it moves, the network-based mobility management can eliminate the IP packet transmission overhead, which is generally required in the terminal-based mobility management, e.g. Mobile IP, in the wireless. In addition, the network controls the routing path in the CN without the path switching signalling from the UE. This leads to eliminate over the air signalling for routing management and establish the optimal routing path in CN. 
This network-based mobility management has also affinity to the QoS management and other network services since these are the functions in the CN.
Aspect3) Location privacy:
As the default functionality, the location privacy should be secured unless the user allows that the network notifies its location information to the communication pair or third parties. From the mobility management viewpoint, the location privacy can be revealed from the IP address if it changes due to the mobility. This is because the IP address essentially shows the geographical location from the nature of routing identifier.
As mentioned in Aspect2), the network-based mobility management does not require UE to change its IP address change when it moves. Therefore, the network-based mobility management can provide location privacy since the UE IP address shown to the correspondent node does not show the geographical location.
3.2. Network-based mobility management proposal
In order to achieve the requirements highlighted by the above descriptions observed from three key aspects, we propose network-base mobility management solution. Figure 1 shows the proposed mobility management architecture.

[image: image1.wmf]Peer network

AR

Evolved

NodeB

EMAP

U

E

GMAP

NCS

HSS+

EMAP

AR: Access router

EMAP: Edge mobility anchor point

GMAP: Global mobility anchor point

NCS: Network Control Server

PCRF

PCRF

P

-

CSCF

C

-

plane

U

-

plane

S

-

CSCF

Visited

Home

UTRAN

WLAN

3

GPP 

IP Access

AR

(S/GGSN)

AR

(PDG)


Figure 1. Network-based mobility management architecture
The core of the evolved architecture is a IP based core network that both provides mobility management routing and routing of traffic between users and between users and servers. The same IP based technologies for routing, QoS, policing etc. used in the IP based core network can be used in interconnecting and non-3GPP peer networks, minimising the need for interworking and mapping between technologies. 

The architecture is split in a control plane and a transport plane. This ensures that the transport plane can be kept simple and that the two can evolve and be dimensioned independently of each other. The architecture handles access systems in a generic way, that ensures flexibility for future / alternative access methods that might suite each operator’s specific need and requirements.

The Network Control Server (NCS) is a control plane entity and controls user authentication and ciphering. The Access Router (AR) is a transport plane entity and is the entrance to the IP core network from the UE side.

The Edge Mobile Anchor Point (EMAP) is a transport plane entity and the mobility anchor point in the visited network. The EMAP serving a UE does not change when there are any active communications on the UE. 

The Global Mobile Anchor Point (GMAP) is a transport node and the mobility anchor point. GMAP receives packets directed to the IP address of the UE and forwards them to the EMAP registered. 

Advanced peer IP networks can send traffic directly to an EMAP from an EMAP when information about target EMAP has been received via the target GMAP.

The Access Route (AR) is located between the EMAP and radio access systems in order to accommodate various wireless access systems and absorb the difference among them. The AR provides the common mobility management function independent from the types of access systems.
This proposed mobility management is used for both intra and inter access systems mobility since the each access systems are accommodated through the AR and the radio system specific mobility management is confined to the RANs. This approach simplifies the mobility architecture and avoids duplication between inter and intra mobility in the SAE.
As the basic concept of proposed mobility management is to maintain the routing path from the GMAP to the AR regardless of whether the UE is in the connected mode or idle mode. When the UE boots up, the IP address is allocated for the UE through the location registration procedure, the routing information is stored at GMAP, EMAP and AR. The information consists of UE IP address and the destination network entity IP address to which the packet should be forwarded. The following shows the packet routing for uplink and downlink:
- For uplink packet forwarding: 

The packet is forwarded followed by the routing information stored at AR and EMAP. The Routing information at AR maintains the IP address mapping of UE and EMAP. The Routing information at EMAP maintains the IP address mapping of UE and GMAP. The AR and EMAP checks the IP packet header, and they refer the routing information based on source address of the packet. Packets are encapsulated and forwarded from AR to EMAP and EMAP to GMAP. The packet reached to the GMAP is forwarded based on the destination IP address of original IP packet header.
- For downlink packet forwarding: 

The packet is forwarded followed by the routing information stored at EMAP and GMAP. The Routing information at GMAP maintains the IP address mapping of UE and EMAP where the UE registered. The Routing information at EMAP maintains the IP address mapping of UE and AR where the UE registered. The packet is routed from the other PDNs to the GMAP by the standard IP routing. Regarding the forwarding from the GMAP, the packet is forwarded based on destination address of the original IP packet header and encapsulated from GMAP to EMAP and EMAP to AR. The packet is routed from the AR to the AP based on the L2 forwarding mechanism which is access system dependent.
The GMAP and EMAP do not change while the UE is in the connected mode. The EMAP may change while the UE is in the idle mode.
In the connected mode, the routing path between EMAP and AR is updated by the new AR, where the UE has moved from previous AR, sending the route update signaling to the EMAP. The route update signaling contains the set of the UE and the new AR IP addresses. The AR sends the route update signaling to EMAP after receiving the trigger coming from the radio access systems.
3.2.1. Inter access system mobility
In the case of inter access system mobility, the AR needs to receive trigger from different access systems for which the UE decides to move through the negotiation with the network. Followings are the basic procedures in the cases where the target access systems are GERAN/UTRAN, E-UTRAN and I-WLAN.
1) Handover to GERAN/UTRAN

When MN moves to UTRAN, it sends the “activate PDP context request” message to SGSN to transit to PDP-active state. This initiates the creation of the GPRS bearer between UE and GGSN. When the GGSN creates the GPRS bearer, it activates SAE mobility management which updates the routing path between EMAP and AR.
2) Handover to E-UTRAN

When MN moves to E-UTRAN, it associates with the E-NodeB. Then E-NodeB sends the trigger to the AR in order to get the AR to activate SAE mobility management which updates the routing path between the EMAP and AR.

3) Handover to I-WLAN

When MN moves to I-WLAN, it starts setup the IPsec tunnel with the PDG. When PDG establishes secure tunnel, it activates SAE mobility management which updates the routing path for the UE between the EMAP and AR.

Regarding the IP address allocation, it should not be changed by the handover among the access systems for the session continuity and seamless handover. One approach for this might be the UE informs the IP address, which the UE used before handover, and the IP address allocation entity, e.g. GGSN in the case of UTRAN, allocates the same IP address to the UE from the new access systems where the UE has moved. This approach may require IP address ownership check. Detail discussion will be made in the later version of the contribution.

3.2.2. Optimal Routing
The proposed mobility management has the capability to minimize the routing path between two UEs in the SAE.　Figure2 shows the optimal routing architecture. The route optimization procedure starts from the originating UE (oUE) informing the network of the IP address of the terminating UE (tUE). Then the originating EMAP (oEMAP), where the oUE registered, receives the IP address of the tUE, and resolves the tEMAP where the tUE registered. The oEMAP interacts with HSS of the tUE to obtain the IP address of tEMAP. Receiving the tEMAP IP address, the oEMAP interacts with tEMAP to notify the IP address of oEMAP. Through these procedures, the oEMAP and tEMAP create the optimal routing information in the routing information. The optimal routing information consists of the IP flow identifiers, e.g. source and destination IP addresses, source and destination port numbers, and target EMAP to forward packets from the UE. The EMAP provides the uplink routing selection functionality, and change the forwarding path based on the IP flow identifiers.
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Figure2. Optimal Routing Architecture
3.2.3. Common PEP and PCRF for Inter access system mobility
In order to avoid functional duplication in the network, the PEP functions in the CN and PCRF function should be commonly used for all access systems accommodated in the evolved architecture, i.e. GERAN/UTRAN, I-WLAN and E-UTRAN. In addition, this principle allows the same policy and charging to be applied independent from the types of access systems.
The PEPs are located in the UE and RAN for uplink packet forwarding, and the GMAP and EMAP for downlink packet forwarding. The PEP in the EMAP is activated when the network and UE allows local breakout. The policy enforcement for downlink packet is common functionality in the SAE. 

3.2.4. Reuse of security keys in Inter access system mobility
In order to reduce the handover latency and achieve the seamless mobility in the inter access systems, the time consuming access authentication and key agreement should be minimized as ensuring the enough security level. 
In the UMTS, the ciphering key (CK) and Integrity key (IK) are created when the authentication and key agreement have completed. To reduce the handover latency for the re-authentication and key agreement due to the access system change, “simple” authentication should be used. In addition, the security keys, i.e. CK and IK, which are used in the previous access systems should be reused, instead of creating new ones through re-authentication and key agreement procedure.
Conclusions and Proposal

It is proposed to include the text below as a new section “” into the TR 23.882.
**** Start of 1st set of changes ****

5. Requirements on the Architecture
5.x Requirements on inter access systems mobility
The following requirement should be achieved for the inter access system mobility.

- SAE shall be capable of accommodating a variety of different access systems hence providing a multi-access system environment to the user. The SAE shall support service provision and provide mobility functionality within and across the different access systems.

- It shall be possible for the SAE to assure end-to-end QoS without modification when the terminal or session moves from one access system to another, if the target access system supports the required QoS.
- The SAE shall support end-user, terminal and session mobility.

- The SAE shall be capable of providing seamless terminal mobility within and across access systems. The user shall experience no disruption in the service due to terminal mobility.

- The SAE shall be capable of maintaining a service during a change in access system, with no perceivable interruption from a user perspective.

- The SAE shall support adaptation of services to the capabilities provided by the access systems during terminal mobility. 
- The SAE shall support terminal mobility based on criteria including radio conditions, service requirements, user preferences and operator policies. 
- The SAE shall provide appropriate mechanisms to enable users to connect to the SAE through multiple access systems, including EUTRAN, I-WLAN and UTRAN & GERAN based access systems.
- It shall be possible to provide no disclosure, at any level of granularity, of location, location-related information, or information from which a user’s location can be determined, to unauthorised parties, including another party on a communication.
**** End of 1st set of changes ****

**** Start of 2nd set of changes ****

6. Scenarios and Solutions
6.1. Inter and intra access system mobility 
Figure X shows inter and intra mobility management architecture. 
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Figure X. Network-based mobility management architecture
The core of the evolved architecture is a IP based core network that both provides mobility management routing and routing of traffic between users and between users and servers. The same IP based technologies for routing, QoS, policing etc. used in the IP based core network can be used in interconnecting and non-3GPP peer networks, minimising the need for interworking and mapping between technologies. 

The architecture is split in a control plane and a transport plane. This ensures that the transport plane can be kept simple and that the two can evolve and be dimensioned independently of each other. The architecture handles access systems in a generic way, that ensures flexibility for future / alternative access methods that might suite each operator’s specific need and requirements.

The Network Control Server (NCS) is a control plane entity and controls user authentication and ciphering. The Access Router (AR) is a transport plane entity and is the entrance to the IP core network from the UE side.

The Edge Mobile Anchor Point (EMAP) is a transport plane entity and the mobility anchor point in the visited network. The EMAP serving a UE does not change when there are any active communications on the UE. 

The Global Mobile Anchor Point (GMAP) is a transport node and the mobility anchor point. GMAP receives packets directed to the IP address of the UE and forwards them to the EMAP registered. 

Advanced peer IP networks can send traffic directly to an EMAP from an EMAP when information about target EMAP has been received via the target GMAP.

The Access Route (AR) is located between the EMAP and radio access systems in order to accommodate various wireless access systems and absorb the difference among them. The AR provides the common mobility management function independent from the types of access systems.
This proposed mobility management is used for both intra and inter access systems mobility since the each access systems are accommodated through the AR and the radio system specific mobility management is confined to the RANs. This approach simplifies the mobility architecture and avoids duplication between inter and intra mobility in the SAE.
As the basic concept of proposed mobility management is to maintain the routing path from the GMAP to the AR regardless of whether the UE is in the connected mode or idle mode. When the UE boots up, the IP address is allocated for the UE through the location registration procedure, the routing information is stored at GMAP, EMAP and AR. The information consists of UE IP address and the destination network entity IP address to which the packet should be forwarded. The following shows the packet routing for uplink and downlink:

- For uplink packet forwarding: 

The packet is forwarded followed by the routing information stored at AR and EMAP. The Routing information at AR maintains the IP address mapping of UE and EMAP. The Routing information at EMAP maintains the IP address mapping of UE and GMAP. The AR and EMAP checks the IP packet header, and they refer the routing information based on source address of the packet. Packets are encapsulated and forwarded from AR to EMAP and EMAP to GMAP. The packet reached to the GMAP is forwarded based on the destination IP address of original IP packet header.

- For downlink packet forwarding: 

The packet is forwarded followed by the routing information stored at EMAP and GMAP. The Routing information at GMAP maintains the IP address mapping of UE and EMAP where the UE registered. The Routing information at EMAP maintains the IP address mapping of UE and AR where the UE registered. The packet is routed from the other PDNs to the GMAP by the standard IP routing. Regarding the forwarding from the GMAP, the packet is forwarded based on destination address of the original IP packet header and encapsulated from GMAP to EMAP and EMAP to AR. The packet is routed from the AR to the AP based on the L2 forwarding mechanism which is access system dependent.
The GMAP and EMAP do not change while the UE is in the connected mode. The EMAP may change while the UE is in the idle mode.

In the connected mode, the routing path between EMAP and AR is updated by the new AR, where the UE has moved from previous AR, sending the route update signaling to the EMAP. The route update signaling contains the set of the UE and the new AR IP addresses. The AR sends the route update signaling to EMAP after receiving the trigger coming from the radio access systems.
6.1.1. Inter access system mobility

In the case of inter access system mobility, the AR needs to receive trigger from different access systems for which the UE decides to move through the negotiation with the network. Followings are the basic procedures in the cases where the target access systems are GERAN/UTRAN, E-UTRAN and I-WLAN.

1) Handover to GERAN/UTRAN

When MN moves to UTRAN, it sends the “activate PDP context request” message to SGSN to transit to PDP-active state. This initiates the creation of the GPRS bearer between UE and GGSN. When the GGSN creates the GPRS bearer, it activates SAE mobility management which updates the routing path between EMAP and AR.

2) Handover to E-UTRAN

When MN moves to E-UTRAN, it associates with the E-NodeB. Then E-NodeB sends the trigger to the AR in order to get the AR to activate SAE mobility management which updates the routing path between the EMAP and AR.

3) Handover to I-WLAN

When MN moves to I-WLAN, it starts setup the IPsec tunnel with the PDG. When PDG establishes secure tunnel, it activates SAE mobility management which updates the routing path for the UE between the EMAP and AR.

Regarding the IP address allocation, it should not be changed by the handover among the access systems for the session continuity and seamless handover. One approach for this might be the UE informs the IP address, which the UE used before handover, and the IP address allocation entity, e.g. GGSN in the case of UTRAN, allocates the same IP address to the UE from the new access systems where the UE has moved. This approach may require IP address ownership check. Detail discussion will be made in the later version of the contribution.
6.1.2. Optimal routing 
The proposed mobility management has the capability to minimize the routing path between two UEs in the SAE.　FigureY shows the optimal routing architecture. The route optimization procedure starts from the originating UE (oUE) informing the network of the IP address of the terminating UE (tUE). Then the originating EMAP (oEMAP), where the oUE registered, receives the IP address of the tUE, and resolves the tEMAP where the tUE registered. The oEMAP interacts with HSS of the tUE to obtain the IP address of tEMAP. Receiving the tEMAP IP address, the oEMAP interacts with tEMAP to notify the IP address of oEMAP. Through these procedures, the oEMAP and tEMAP create the optimal routing information in the routing information. The optimal routing information consists of the IP flow identifiers, e.g. source and destination IP addresses, source and destination port numbers, and target EMAP to forward packets from the UE. The EMAP provides the uplink routing selection functionality, and change the forwarding path based on the IP flow identifiers.
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FigureY. Optimal Routing Architecture
6.1.3. Common PEP and PCRF for Inter access system mobility 
In order to avoid functional duplication in the network, the PEP functions in the CN and PCRF function should be commonly used for all access systems accommodated in the evolved architecture, i.e. GERAN/UTRAN, I-WLAN and E-UTRAN. In addition, this principle allows the same policy and charging to be applied independent from the types of access systems.

The PEPs are located in the UE and RAN for uplink packet forwarding, and the GMAP and EMAP for downlink packet forwarding. The PEP in the EMAP is activated when the network and UE allows local breakout. The policy enforcement for downlink packet is common functionality in the SAE. 
6.1.4. Reuse of security keys in Inter access system mobility
In order to reduce the handover latency and achieve the seamless mobility in the inter access systems, the time consuming access authentication and key agreement should be minimized as ensuring the enough security level. 

In the UMTS, the ciphering key (CK) and Integrity key (IK) are created when the authentication and key agreement have completed. To reduce the handover latency for the re-authentication and key agreement due to the access system change, “simple” authentication should be used. In addition, the security keys, i.e. CK and IK, which are used in the previous access systems should be reused, instead of creating new ones through re-authentication and key agreement procedure.
**** End of 2nd set of changes ****
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