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1. Introduction

At the SA2 #31 meeting in Seoul the CR284 in S2-031545 introduced a new mechanism to TS 23.228 that refreshes session states periodically. During the discussions of the CR, it was agreed that there are some open issues in relation to the requirements of the new mechanism, i.e. whether the refreshing mechanism is per UE or per session and how the mechanism is initiated.

The intention of this contribution is to discuss the situations for when the refresh mechanism would be useful and propose some requirements for the mechanism.

2. Discussion

2.1 Purpose of the refresh mechanism


The CR states “This SIP-level refreshing mechanism is to be used to allow removing session state from the stateful elements of the session path upon unexpected error situations”, i.e. it is clear that the refresh mechanism is introduced to clear hanging states. That is also clear as the CR states that the expected refreshing period is in the several minutes range, i.e. the intention of the mechanism cannot be for charging purposes or similar purposes that require immediate actions from any network entity. It is important having that in mind when discussing the scenarios and requirements applicable for the refresh mechanism.

2.2 Scenarios


The situations for when the mechanism is useful according to the CR are 

1. Loss of radio coverage

2. Crash of application in the UE 


Other situations where the mechanism might be useful are:

3. Crash of network entity

4. Hanging session state in network entity due to error in that network entity

5. Failure in two network entities 

Each of the situations above should be considered with and without the usage of the Go interface. The following is a short analysis of each situation without the usage of the proposed refresh mechanism:

2.2.1 Loss of radio coverage

The existing procedures in IMS Rel-5 cover the case when a UE looses radio coverage. If the Go interface is used the P-CSCF will be notified, either almost immediate if a real-time bearer is used due to the GPRS preservation mechanism, or after e.g. 1-3 hours if an interactive bearer is used (the PDP context is removed). If the Go is not used the P-CSCF and S-CSCF will not know that the UE is not available until the registration expires, the registration period depends on S-CSCF operator policy. 

When the P-CSCF is aware that the UE is out of coverage it has the option to release the sessions related to that UE. However, the P-CSCF could wait a short period to allow the other end to release the relevant sessions. When the S-CSCF is aware that the registration period has expired the S-CSCF will release all sessions related to that IMPU. That is, it seems like the existing procedures for Rel-5 takes care of this situation without the refresh mechanism, even though any hanging states will in some situations be removed after more than 1 hour.

2.2.2 Crash of application in the UE

If an application crashes in the UE the user will very often kill the application or switch off and the on the UE (e.g. by removing the batteries). That is, the result will depend on user behavior and on the capabilities and implementation in the UE. If all applications are turned off, then it will look similar to the “loss of radio coverage”. If only the applicable application is killed, then it could be a reasonable requirement that it should be possible to continue using the rest of the applications, even though one is hanging.

That is, the need for a session refresh mechanism in this situation depends on the implementation and capabilities of the UE.

2.2.3 Crash of a stateful network entity

A total crash that causes a restart in a network entity that is stateful will probably cause any subsequent IMS messages to be discarded in that network entity. If that happens during a session set-up then the status in other entities will be cleared in a relative short time. If the session set-up was completed when the network entity crashed, then the session will be cleared when the users releases the session on each side i.e. a short period after the network entities receive the BYE. 

It is not seen that the refresh mechanism is needed for this situation.

2.2.4 Hanging session state in network entity due to error in that network entity

If an error occurred, in a network entity, that causes a hanging state then normally the session state in other entities would be released by e.g. the UE releasing the session. 

In this situation the hanging state in the erroneous network element may not be cleared, unless some kind of garbage collection mechanism resolves it, but that may take more than 1 day (to avoid removing valid sessions).

If the refresh mechanism is used due to this scenario then either all sessions will require the refresh mechanism or only those that include network elements that doesn’t have a capability similar to the garbage collection mechanism described above.

2.2.5 Failure in two network entities

If some error occurred in two network entities at the same time then any release from the UE or from e.g. the S-CSCF will not reach network entities between those erroneous network entities (i.e. those entities will have hanging states according to the scenario in chapter 2.2.4 above). However, it is not seen that this situation will occur that often, considering the reliability in existing telecommunication entities.

2.3 Refresh mechanism requirements

2.3.1 Refresh request interval

The refreshing period is stated (in the CR) to be in the range of several minutes. Naturally it is important to avoid short refreshing periods as that could otherwise flood the system with these refresh requests. In IETF there is a draft http://www.ietf.org/internet-drafts/draft-ietf-sip-session-timer-10.txt that describes a keep-alive mechanism per session. The draft has been out for WGLC a couple of times, but not reached RFC status yet and it hasn’t got too much interest at the last couple of IETF meetings (the draft expires May 2003). The draft recommends that the expiration time of this mechanism be set to 30 minutes and that refresh requests to be sent out when half of the expiration time is met, i.e. every 15 minutes.

As mentioned earlier, the intention of the mechanism is to clear states, i.e. there is no need to have any particular short expiration time of this mechanism. If 3GPP choose the value recommended by the current draft, i.e. refresh requests to be sent every 15 minutes; it could increase the network load a lot as the refresh request is either a re-INVITE or an UPDATE (those requests will include all headers are per the previous request sent). As these requests are not small in size 3GPP should use a considerable higher recommended value.

2.3.2 Initiation of the refresh mechanism
One of the open issues in the CR is whether the refresh mechanism is per UE or per session. If the refresh mechanism was per UE it would be very similar to the existing keep alive mechanism in IMS namely registrations. Currently CN1 recommends the UE to set the registration expiration to a very high value, but the S-CSCF are free to lower that value based on local policy. So the registration could be used as a keep-alive mechanism per UE, but the expiration time of the registration should be set with care, as the registration requests will be sent even when there are no sessions active. As the usage of the mechanism is only to clear hanging states then it should be no problem to apply a reasonable long refresh rate.

However, as per the scenario “Crash of application in the UE” it could be beneficial to have the refresh mechanism per session. And the UE should be able to decide whether the usage of the refresh mechanism is applicable for that UE and the UE would then also in those situations need to send the refresh requests. However, the scenarios in 2.2.4 and 2.2.5 indicate that the network entities may need to make use of the mechanism.

3. Proposal

It is proposed that the meeting agrees on the following requirements for the refresh mechanism:

· The UE indicates whether the UE wants to make use of the refresh mechanism during session set-up

· Refresh requests are initiated from the UE

· The expected refreshing period is in the range of more than one hour, i.e. the minimum refresh rate is set to one hour or more
The proposal above would mean that the existing IETF draft can be used as is, but having it optional in all entities and when used applying a longer refresh period than the period recommended in the draft.
We also need to agree on whether the network entities need support from the UE to refresh the sessions periodically, and in that case the following requirements should apply for the mechanism as well:

· Network entities may add a requirement during the session set-up that the session shall use the refresh mechanism

· The UE shall support the refresh mechanism and indicates its support during session set-up

The proposal above would mean that the existing IETF draft can be used as is, but it would be mandatory to implement in the UE and in those network entities that need the mechanism to clear hanging states.
