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1. Introduction

The support for IP multicast access  in R99…REL-5 is defined in the 3GGP specification TS 29.061(see annex). In this current solution the UEs inform their interest to a certain IP multicast group by sending an IGMP (Internet Group Management Protocol) join message to the GGSN by using point-to-point PDP contexts. The GGSN has an IP multicast proxy functionality, which takes care of IP multicast-specific tasks:

· Maintaining a list of joined UEs.

· Sending routing information to the external network (the Internet) based on the list of joined mobiles.

· Sending a copy of IP multicast packets via point-to-point PDP contexts to each joined UE.

The current solution wastes network's resources by delivering the IP multicast data via point-to-point PDP contexts.  By introducing MBMS bearer not only for services provided by BM-SC, but also for  IP-multicast services, network usage optimization can be achieved for IP-multicast services also.  

Due to legacy UE's supporting only R99 IP-multicast and backward compatibility requirement these two services has to work parallel in the network and MBMS bearer can not replace the R99 IP-multicast point-to-point bearer. 

This paper studies the different alternatives how to support generic IP multicast service with MBMS bearer and when MBMS bearer can used instead of p-t-p bearer. The study covers  the joining phase.

2. Support Options

From joining perspective, tree options is identified.

Option 1: Introduce a separate joining procedure for MBMS (in addition to current IP multicast IGMP joining) that can be used also for  IP-multicast services. 
See figure 1 at the end of this document:
Benefits:

1) Solution is backward compatible. Legacy UE's can use the IGMP joining to get IP-multicast services.

2)  MBMS capable REL6 UE's may use MBMS joining for specific MBMS services provided by MB-SC. For  IP-multicast services provided by any other access point in the network  the MBMS capable REL6 UEs may use either IGMP joining or MBMS joining.  

3) No changes to current GPRS IP-multicast access functions.  By IGMP joining p-t-p bearer is used and by MBMS joining MBMS bearer is used. 

4) By introducing a new MBMS joining, there is no active p-t-p PDP context nor RAB needed but session management signalling can be used for this.

5) Outside the MBMS service area, the UE can join the IP-multicast service by using IGMP join.

6) By introducing MBMS join separate from IGMP,  there is more flexibility  to fulfill  the MBMS specific requirements.

Drawbacks:

1) Its no possible to optimize the network usage, when IGMP join is used by UE.

Option2:  Use current IGMP joining for generic IP-multicast services and network allocates the MBMS bearer for this when possible. Introduce a separate joining procedure for MBMS and use this for services provided by BM-SC only.

Benefits:

1) Solution is backward compatible. Legacy UE's can use the IGMP joining to get the IP-multicast services.

2) Network is able to decide, which bearer to use by IGMP join and thus optimize the usage.

Drawbacks:

1) Network has to know the UE capabilities in case of receiving IGMP join,  whether to use p-t-p or MBMS bearer for the service.

2) UE has to establish the p-t-p PDP context to join and understand how to receive the data from separate bearer related to MBMS PDP context.

3) Effects R99 IP multicast functionalities.

As  the user expierience may differ depending on using p-t-p or p-t-m bearer, it may be necessary to let the UE select which bearer to use for IP multicast. 
Option3: Use current IGMP joining for both services

Benefits: 

1) Backward compatible, legacy UE's can still use IGMP join and get p-t-p bearer for IP-multicast

2) Network usage can be optimized between ptp and ptm bearers

3) No need to introduce new joining procedure

Drawbacks:

1) Limitations of current IPMG join message for MBMS needs

2) All the option 2 drawbacks  apply here also

3. Selected Option

It is proposed to select option 1 for joining to   IP-multicast services. 

Note: In the IP multicast it is required that a group member can receive and send data to the multicast group, i.e. the connection is bi-directional. In the model, where MBMS bearer is used for  IP-multicast service, the uplink is not described and is FFS.

The signaling procedure for both MBMS join and IGMP join are presented below (figure 1). 
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Figure 1. Signaling flow of IP-multicast  joining

MBMS joining:

1. Session management signalling is used for sending the MBMS joining message to SGSN.

2. If MBMS PDP context is already available for this MBMS service (and for this RNC), UE is added in the existing MBMS context. Otherwise a new MBMS PDP context activation is started.

3. Joining is forwarded in GGSN. In the case of IP-multicast service, the MBMS PDP context is added to PDP context list of GGSN IP-multicast proxy. When data is received from network it's forwarded to all listed PDP contexts (including this MBMS context) as specified in the TS 29061. 

IGMP joining:

1. IGMP join message is sent inside active p-t-p PDP context as defined in the TS 29.061.

4. Proposal

It is proposed to adopt IP Multicast support option 1.

Annex: Extract from 3GPP TS 29.061v 3.8.0

11.7 IP Multicast access

The Packet Domain could allow access to IP Multicast traffic coming from an external network. The support of IP‑Multicast in the Packet Domain is optional.

In order for the Packet Core Network to support Multicast traffic that will allow the MS to subscribe to multicast groups from outside the PLMN, the GGSN shall support IGMP and one or more Inter-Router Multicast protocols, such as DVMRP, MOSPF, or PIM-SM.

IGMP is an integral part of IP. All hosts wishing to receive IP multicasts are required to implement IGMP (or equivalent) and class-D IP addresses. IGMP messages are encapsulated in IP datagrams.

To be able to deliver IP-Multicast packets to the appropriate TEs, the GGSN may have an IP-Multicast proxy functionality.

The IP-Multicast proxy will perform the following tasks:

NOTE:
In this example it is assumed that IGMP is used as a Host-Router Multicast protocol.

-
maintain a list of mobiles that joined one or more Multicast groups. This list is built/updated each time the GGSN receives an IGMP Join Message from the mobile;

-
send, based on this maintained list of mobiles, multicast routing information to the routers attached to the Packet Domain, allowing them to route multicast packets;

-
upon reception by the GGSN of multicast packets, make and send a copy as Point-to-Point packets, to each mobile of the group.

IP-Multicast traffic can only be handled after an MS has attached to the Packet Domain, and Activated PDP context(s) (including possibly authentication) to the preferred ISP/external network. The Multicast traffic is handled at the application level from a Packet Domain perspective and is sent over UDP/IP.

The following figure 12 depicts the protocol configuration for handling Multicast traffic (control plane). The Multicast traffic handling affects the GGSN by the introduction of the IP-Multicast proxy and the support for an Inter-Router Multicast protocol and a host-router multicast protocol.




Figure 12: Protocol configuration for IP-Multicast handling (control plane)
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