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Figure 6.X6.2X.2.1-1: General procedure for Federated Learning among Multiple NWDAF
0. 	The consumer, e.g., NWDAF containing AnLF, sends a subscription request to NWDAF containing MTLF to retrieve a ML model, including Analytic ID and ML model filter information as described in TS 23.288 [5], the NWDAF containing MTLF can be a FL server (Server NWDAF) with FL server capability or a normal MTLF without FL server capability.1-3.	NWDAF containing MTLF as FL Client (Client NWDAF) or FL Server (Server NWDAF) registers its NF profile (NWDAF NF Type (see clause 5.2.7.2.2 of TS 23.502 [3]), Address information of NWDAF, FL capability Type (i.e. FL server or FL clients), Analytics ID(s), Service Area) into NRF.
4-6.	If NWDAF containing MTLF as FL Server (Server NWDAF) determines ML model requires FL based on Analytic ID, Service Area/DNAI or data not available directly from data producer NF (e.g. due to privacy reasons), Server NWDAF discovers one or multiple Client NWDAF instances which could be used for Federated Learning via the NRF to get addresses of Client NWDAF by invoking the Nnrf_NFDiscovery_Request (Analytics ID, FL capability Type, Service Area) service operation.
	Based on the response from NRF, Server NWDAF selects which NWDAF clients will participate.
	If NWDAF containing MTLF without FL server capability determines ML model requires FL, the MTLF discovers and selects FL sever from NRF
17.	Server NWDAF sends a request to the selected Client NWDAFs that participate in the Federated learning including some parameters (such as initial ML model information, data type list, maximum response time window, etc.) to perform the local model training for Federated Learning.
28.	Each Client NWDAF collects its local data by using the current mechanism in clause 6.2 of TS 23.288 [5].
39.	During Federated Learning training procedure, each Client NWDAF further trains the retrieved ML model from the server NWDAF based on its own data, and reports interim local ML model information to the Server NWDAF, e.g. the gradient.
	The ML model information are exchanged among between the Client NWDAF(s) and the Server NWDAF the multiple NWDAF instances during the FL training process by using Nnwdaf_MLModelProvision service. 
[bookmark: _GoBack]Editor’ Note: The services in step 1, 3, 5a and 6 to enable FL based ML model training is for FFS, and the diagram in figure 6.2X.2.1-1 will be updated accordingly.
410.	The Server NWDAF aggregates all the local ML model information retrieved at step 93, such as the gradient, to update the global ML model. 
511a.	Based on the consumer request, the Server NWDAF updates the training status (an accuracy level) to the consumer using Nnwdaf_MLModelProvision_Notify service periodically (one or multiple rounds of training or every 10 min, etc.) or dynamically when some pre-determined status (e.g. some accuracy level) is achieved.
11b5b.	[Optional] Consumer decides whether the current model can fulfil the requirement e.g. accuracy and time. The consumer modifies subscription if the current model can fulfil the requirement.
Editor’ Note: Further details on providing the accuracy of FL model process is for FFS.
11c5c.	According to the request from the consumer, Server NWDAF updates or terminates the current FL training process.
126.	If the FL procedure continues, Server NWDAF sends the aggregated ML model information to each Client NWDAF for next round model training by invoking Nnwdaf_MLModelProvision_Notify service operation. 
137.	Each Client NWDAF updates its own ML model information based on the aggregated ML model information distributed by the Server NWDAF at step 126.
NOTE:	The steps 82-13 7 should be repeated until the training termination condition (e.g. maximum number of iterations, or the result of loss function is lower than a threshold) is reached.
After the training procedure is finished, the globally optimal ML model information could be distributed sent to the consumer the Client NWDAFs for the inference directly or via the normal MTLF without FL capability.
.2.1-1.
2.	Client NWDAF 1 and Client NWDAF 2 collect raw data from SMF and AMF, respectively. The data collection procedures from AMF and SMF are defined in step 2-3, clause 6.7.5.4 of TS 23.288 [5].
3-4.	Client NWDAF 1 and Client NWDAF 2 collect Exception information from AF, respectively. The Exception information is defined in clause 6.7.5.2 of TS 23.288 [5].
Repeat from step 5-8 until the training termination condition (e.g. maximum number of iterations) is fulfilled:
5.	During Federated Learning training procedure, based on the local raw data, Client NWDAF 1 and Client NWDAF 2 further train the retrieved Abnormal Classifier from the Server NWDAF, respectively.
6.	Client NWDAF 1 and Client NWDAF 2 respectively report the information of local training results for Abnormal Classifier (e.g. volume of the local dataset, parameters for update of the Abnormal Classifier) to the Server NWDAF.
7.	Server NWDAF aggregates all the local training results for Abnormal Classifier to derive the aggregated Abnormal Classifier information.
8.	Server NWDAF sends the aggregated Abnormal Classifier information to Client NWDAF 1 and Client NWDAF 2, and then, Client NWDAF 1 and Client NWDAF 2 update the its own Abnormal Classifier based on the aggregated Abnormal Classifier information distributed by the Server NWDAF.
After the training procedure is finished, the globally optimal Abnormal Classifier or Abnormal Classifier parameters could be distributed to the Client NWDAF 1 and Client NWDAF 2 as well as the new Client NWDAFs, if requested, for the inference.
END of CHANGES
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