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Abstract: This contribution further clarifies how solution #56 can be used in different scenarios of trained model sharing between NWDAF instances. Meanwhile, “Data Model” is replaced by “ML model” to make it clear that is a trained ML model for analytics inference. Some further clarifications based on the comments received in eNA conference call, e.g., “Provider”/”Consumer” NWDAF is replaced by “Training”/”Inference”.
1. Discussion
Solution #56 proposes that a NWDAF instance registers its available trained Machine Learning (ML) model in NRF and other NWDAF instances are able to discover the provider NWDAF instance and obtain the trained ML model shared by that NWDAF instance for their own analytics generation. There are different scenarios where solution #56 can be used. E.g., 

1. Provider NWDAF instance generates the shared ML model based on its training capability upon a model request
2. Provider NWDAF instance generates the shared ML model when during its own analytics generation.  
3. Provider NWDAF instance generates the shared ML model based on an initial ML model from another provider NWDAF instance and its own training capability
4. Provider NWDAF instance generates the shared ML Model based on ML Model/Model parameters from multiple provider NWDAF instances (e.g., Federate learning) without further training using its own training capability
5. Provider NWDAF instance generates the shared ML Model based on ML Model/Model parameters from multiple provider NWDAF instances and also its own training capability  

This proposal further clarifies how solution #56 can be used in a recursive way which covers above different scenarios. Meanwhile, ML Model ID and ML Model version are added as optional input parameters in the ML model provision service to address better the following note. 

“NOTE:
The data model itself is provided to the consumer NWDAF instances in a file/transparent container.”

2. Text Proposal

It is proposed the following changes to TR 23.700-91.
* * * * First change * * * *

6.56
Solution #56: Trained Data Model Sharing between NWDAF instances

6.56.1
Description

This is a solution for KI #19. It is also related to KI #2- Multiple NWDAF instances and KI #1- Logical decomposition of NWDAF and possible interactions between logical functions.

This contribution provides a solution for NWDAF instance to share a trained Machine Learning (ML) model to other NWDAF instances.
A training NWDAF instance provides the trained data model to inference NWDAF instances via ML model provision service. It registers its capability to expose a trained MLmodel in the NRF. An inference NWDAF instance discovers the address of the trainingNWDAF instance by inquiring the NRF.

Table 6.56.1.1-1: NWDAF services for model provision

	Service Name
	Service Operations
	Operation

Semantics
	Example Consumer(s)

	Nnwdaf_MLModelProvision
	Subscribe
	Subscribe / Notify
	NWDAF

	
	Unsubscribe
	
	

	
	Notify
	
	

	Nnwdaf_MLModelInfo
	Request
	Request / Response
	NWDAF


The Nnwdaf_MLModelProvision service or Nnwdaf_MLModelInfo service should include the following input and output.

Input:

-
Analytics ID
-
Optional: area of interests, UE types, application ID, NSSAI, time, model inputs (e.g. event ID/feature set) and outputs, ML Model ID, ML Model version, model type (algorithm, e.g. Linear Regression, Neural Network),

Output:
-
Model file or model container.
-  Optional: ML Model ID, ML Model version

The input can optionally include ML Model ID and version information if the consumer NWDAF knows that (e.g., from the local configuration or previous request/subscription).
NOTE 1: The model inputs (e.g. event ID/feature set) and outputs could be provided to scope the input and the output during the model training in the Training NWDAF.

NOTE:
ML Model ID and version is unique per training NWDAF. Whether it is unique per PLMN is FFS.
ML model trained using the same training algorithm could be combined (e.g., using federate learning). Inference NWDAF may only ask for the ML Model type which it can support (e.g., for data inference, for further training).  
After the service discovery, the inference NWDAF instances can either subscribe to Nnwdaf_MLModelProvision  service (to get always the updated ML model/model parameter) or invoke Nnwdaf_MLModelInfo to request a ML model/model parameter (one time request) of a certain version.
A inference NWDAF instance may further train or combine the ML model/model parameters obtained from other NWDAF instances and become a training NWDAF by register the further trained/combined data model in NRF. 

Detailed procedures for trained model registration, discovery and consumption is described in clause 6.56.2.

6.56.2
Procedure
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Figure 6.56.2-1: Procedures for trained model registration, discovery and consumption

1.
TrainingNWDAF registers its trained ML model provision capability (i.e. "MLModelProvision service" with a list of supported ML model) as part of its profile in the NRF.

2.
NRF stores the NWDAF profile.

3.
NRF sends registration response to training NWDAF.

4.
Inference NWDAF sends discovery request of "MLModelProvision service" with a list of service parameters (e.g. model type, analytics ID, feature sets/input event IDs, etc.) to NRF.

5.
NRF response with the NWDAF instance which provides the requested "MLModelProvision service".

6.
Inference NWDAF requests/subscribes to the "MLdataModelProvision service" of the discovered training NWDAF instance.

7.
The discovered training NWDAF instance response/notify with the requested trained ML model/model container or an address pointing to the stored ML model/model file.
8.  The inference NWDAF instance may further train the obtained ML model or combine the obtained ML model/model parameters from multiple training NWDAF instances to a new ML model.

9.  The inference NWDAF instance registers the new ML model provision capability at NRF as step 1-3 and become also a training NWDAF. 

Afterwards, the ML Model discovery and consumption is the same as step 4-7
NOTE:
The ML model itself is provided to the inference NWDAF instances in a file/transparent container.

6.56.3
Impacts on services, entities and interfaces
NWDAF:

-
Service based interface for exposing a trained ML model/parameters.
-
Service based interface for receiving a trained ML model/parameters.

-
Extended NWDAF profile with  trained ML model provision capability.

* * * * End of change * * * *[image: image3.png]
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