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Abstract: This contribution proposes a KI to study the following aspect of the FS_enh_EC study: "Supporting for traffic steering in N6-LAN deployed in edge computing environment including support for end-user traffic sent to the central N6 interface to the DN after having been processed by local application(s);" 
1.
Discussion
In FS_Enh_EC (S2-1902931), the first objective is to study the potential system enhancements for enhanced edge computing support. It includes the following aspect within the scope of study:

Supporting for traffic steering in N6-LAN deployed in edge computing environment including support for end-user traffic sent to the central N6 interface to the DN after having been processed by local application(s);

N6-LAN corresponds to (S)Gi-LAN in EPC. It includes a list of service function(s) that are ordered for the traffic to be traversed through. When N6-LAN is deployed in edge computing environment, the service function(s) are local applications. This paper proposes a Key Issue: Enhancement of support for N6-LAN traffic steering.

1.1
 Use cases

One use case is video analytics service from traffic monitoring. Local Application Servers deployed in the local Data network is responsible for local video raw data pre-possessing, and central Application Servers deployed in the central Data network is responsible for data analysis and database searches. In this case, the capability and resource consumption of the location application and central application are total different. The local application stores the captured video streams from cameras received over 5G NR and performs the video abstraction and compression which will save the resource of backhaul, and then send the metadata to the central application for data analysis.

Another use case is VR rendering service for network gaming. Usually, the local application server sends the pose data, audio data and text data of the game player to the central application server (i.e. the game server). The central application server collects the information from different game players in the same game scenario and then provisions the information to the different local application servers. When the local application server retrieves the pose data, audio data and text data of the other game players, it performs the real-time rendering for the game player and finally transmits the video stream to the terminal.

Third use case is that the local application server only performs some basic filter service (e.g. anti-virus, anti-DDoS, or parent control) which just checks (not replace) the packets from UE, and then sends the packets to central application service. In this case, the N6-LAN service can be done earlier, and in a distributed way.

1.2
 key points

The service function in N6-LAN may be located at multiple potential locations (e.g. DNAIs). For each of required service functions the 5GC select a DNAI from the potential DNAIs according to UE location, UPF load and other factors. Traffic is routed through the selected DNAI(s) according to the order of the service functions. So, the 5GC needs to know the service function information, e.g. function order, associated DNAI information per service function.

For traffic (UL/DL) that needs to be processed by N6-LAN service function, the 5GC routes the traffic through the service functions in order. If the traffic needs to be delivered to the final destination (e.g. a UE or an AS in the central DN) after being processed by N6-LAN service function, N6-LAN service function should route the traffic back to the 5GC, and then the 5GC routes the traffic to the final destination. A UPF may receive both UL traffic and DL traffic from N6-LAN.In order to route the traffic properly, the UPF also needs to be able to differentiate DL/UL traffic received from the N6-LAN.
As shown in Figure 1, depends on the implementation of the application, the local application can perform the local handling without terminating the SDF (Service Data Flow) between the UE and AS1 (i.e. SDF1 and SDF2 belong to the same SDF) or with terminating the SDF between the UE and AS1 and initiating a new SDF (i.e. the SDF1 and SDF2 belongs to the different SDFs).
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Figure 1.2-1 same of different SDF option for local application handling
1.2.1
 Same SDF option
The case that SDF1 and SDF2 belong to the same SDF has been supported in current SGi/N6-LAN traffic steering mechanism. We assume the SDFs before and after the processing by service functions located in the N6-LAN belong to the same SDF. For example, for a downlink SDF, it comes to the GW/UPF firstly, and then it is steered to the N6-LAN. After the processing of the service enabler, it comes to the GW/UPF again. From the application layer point of view, there is no different between the current SGi/N6-LAN traffic steering and the scenario which we are studying. So in this case, PSA2 correlates the SDF1 and SDF2 with the PDU session established by the UE. 

1.2.2
Different SDFs option
The UE contacts with the AS2 and the SDF1 is terminated at the AS2. After the processing, AS2 contacts with AS1 and initiates a new SDF2 via PSA1. 

In this case PSA2 correlates SDF1 and SDF2 with the PDU session established between the UE and PSA1. The AS2 sends the data of SDF2 to the PSA1 via this PDU session. As the PSA2 can correlate the SDF(s) with the PDU session established by the UE, the network can perform the policy and charging control, mobility for this UE based on the PDU session as supported by the existing procedures. 

1.2.3
Why not route directly from the local application server to the central application server?

There are some question at S2#135 meeting on whether the traffic cannot be directly routed from local DC to central DC, i.e. bypass the 5GC network. We see some reason as below: 
-
Seamless mobility without impacting the application layer. If the traffic changes from EC AS to Central AS, per different DNAI chosen, the end point for DL traffic will be changed. The Central AS need deal with mobility despite the UE being connected to a mobile network. Also the Central AS and UE may be both by design unaware of the EC ASes acting as protocol/content adapter.

-
Network topology and security issue. If the EC platform is in a "remote" location compared to the final AS, direct connection would require the deployment to ensure a secure connectivity channel separate from the UP layer. So it is possible that there may be no IP connectivity between the local data network and central network. 

-
Integration with EC AS located at different place. For some specific deployments, it is possible that the traffic needs to be processed by more than one local applications deployed in different local networks before it is sent to the central network. Not supporting the re-integration of the traffic in the PDU Session will prevent reuse of EC scenarios for integration with other features.

-
Policy and charging control from end to end. If the traffic is outside of 3GPP network, to assure that traffic end to end control separated mechanism need be defined. This add some additional burden. 

So from our view the network should support the mechanism that after the local traffic processing the traffic can be re-injected to the 3GPP network.  

1.3
 KI proposal
Per above analysis it is proposed the key issue should study at least the following:

-
How to provide the 5GC with information of service functions in N6-LAN, e.g. service function execution order, associated DNAI information per service function.

-
How to enable the UPF to differentiate DL/UL traffic received from N6-LAN so as to route the traffic properly.

-
How to enable traffic to be routed to the final destination (e.g. an AS in the DN or a UE) after being processed through N6-LAN, which includes the cases SDF terminated and not terminated at service functions in N6-LAN.

2.
Proposal
The following changes are proposed to be included in TR 23.748.
* * * * Start of Change (all new) * * * *
5.Y
Key Issue Y: Enhancement of support for N6-LAN traffic steering
5.Y.1
General description

N6-LAN includes a list of service function(s) that are ordered for the traffic to traverses through. When N6-LAN is deployed in edge computing environment, the service function(s) are local applications. Each service function in N6-LAN may have multiple potential locations (e.g. DNAIs). The 5GC may select a DNAI from the potential DNAIs to use for the required service functions according to UE location, UPF load and other factors. Traffic is routed through the selected DNAIs according to the order of the service functions. So, the 5GC needs to know the service function information, e.g. service function execution order, associated DNAI information per service function.

For traffic (UL/DL) that needs to be processed by N6-LAN service function, the 5GC routes the traffic through the service functions (i.e. between the selected DNAIs) in order. If the traffic needs to be delivered to the final destination (e.g. a UE or an AS in the more central DN) after being processed by N6-LAN service function, it should be possible that the traffic is routed back to the 5GC, and then the 5GC routes the traffic to the final destination. A UPF may receive both UL traffic and DL traffic from N6-LAN.In order to route the traffic properly, the UPF needs to be able to differentiate DL/UL traffic received from the N6-LAN.

Depends on the implementation of the application, the service functions located in the N6-LAN can perform the local handling with or without terminating the SDF between the UE and central application server (i.e. the service functions may terminate the SDF and initiate a new SDF to central application server).
This key issue focuses on improvements of 5GC to support N6-LAN traffic steering when N6-LAN is deployed in edge computing environment. The solutions to this key issue study at least:
-
How to provide the 5GC with information of service functions located in N6-LAN, e.g. function order, DNAI information per function.

-
How to enable the UPF to differentiate DL/UL traffic received from N6-LAN so as to route the traffic properly.

-
How to enable traffic to be routed to the final destination (e.g. an AS in the DN or a UE) after being processed through N6-LAN, which includes the cases that the SDF terminated and not terminated at service functions in N6-LAN.
* * * * End of Changes * * * *
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