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Abstract of the contribution: This contribution proposes a set of mechanisms to address the Key Issue #11 "Increasing efficiency of data collection".
1. Discussion
Possible solutions for the minimization of data collection can be categorized into:
· Sobriety, defined as mechanisms in order to specify with finer grain the requests or subscriptions from consumer NFs/AFS/OAM to NWDAF, in order to alleviate signalling and computation load.
· Efficiency, defined as a set of mechanisms in order to alleviate the computation in the NWDAF or the collection of data to NFs/AFs or OAM.
These mechanisms refine and extend the principles mentioned in TS 23.288 clause 6.1 (Procedures for data collection).
The table below provide a non-restrictive list of possible techniques of sobriety and efficiency in order to reduce signalling load.
	Axis
	Sobriety
	Efficiency

	Functional optimisation
	Fine grain modularity of requested analytics 
	Fine grain modularity of data collection

	Dimensional optimisation
	Analytics Filters (NSSAI, App.ID, Areas)
Aggregation or explicit lists
	Analytics Filters
Optimisation of NF discovery and life-cycle change (FFS)

	Usage optimisation
	Time granularity
Improved triggering of analytics
	Precomputed consolidated data
Time-variable data collection 
Permanent data collection

	Cooperative optimisation
	Cooperation incentives between consumer NFs (FFS)
	Reuse data collection: common data lake and reusing analytics from other analytics services to avoid collecting and analysing multiple time the same data (UDSF)



The general idea for optimisation of protocols footprint is to reduce both message size and occurrences of messages.
	Axis
	Optimisation

	Functional optimisation
	Reduction of the size of messages

	Dimensional optimisation
	Reduction of the footprint of collected data (areas, NF instances, etc.)

	Usage optimisation
	Reduction of the rate of collected data

	Cooperative optimisation
	Share of collected data and results



Several proposals are put forward addressing existing analytics, with the exception of the analytics most recently specified in Rel-16 (Congestion, QoS sustainability) for which additional work appears necessary.
2.	Proposal
It is proposed to include the following text into the TR 23.700-91.
[bookmark: _Toc463016657][bookmark: _Toc484168145][bookmark: OLE_LINK5][bookmark: OLE_LINK6]* * * * First Change (all new text) * * * *
6.Y	Solution #Y: sobriety and efficiency mechanisms
[bookmark: _Toc326248710][bookmark: _Toc20147942][bookmark: _Toc20730728][bookmark: _Toc23409919][bookmark: _Toc25416990][bookmark: _Toc25417345][bookmark: _Toc25417813][bookmark: _Toc25740480][bookmark: _Toc26861905]6.Y.1	Description
6.Y.1.1	Introduction
The techniques for the minimization of load and data collection can be categorized in two groups.
1)	Sobriety is a set of techniques which allows a service consumer to adapt relevantly its demands and service level to the service producer in order to optimize the consumption of resources. For example, avoid requesting implicitly a KPI if not really useful. Sobriety addresses the northbound interface of the NWDAF.
2)	Efficiency is the set of techniques that allows a service producer to optimize the consumption of resources when fulfiling the demands at a given service level. For example, avoid collecting the same data or producing a result which exceeds the requested accuracy. Efficiency addresses the southbound interfaces of the NWDAF and its internal architecture.
Resources can be a various kinds (e.g. network, storage, CPU). Here we focus mainly on (network) signalling load. 
Sobriety and efficiency can be explored according to various directions: 
a)	functional, i.e. fine grain control of analytics subsets;
b)	dimensional, i.e. fine grain control of spatial extent of analytics (NSSAI, Areas of interest, App-Id, NF IDs);
c)	usage, i.e. fine grain control of temporal extent of analytics and computation effort;
d)	cooperation between entities, i.e. sharing of analytics.
The table below provide a non-restrictive list of possible techniques of sobriety and efficiency in order to reduce signalling load.
Table 6.Y.1.1-1: Sobriety and efficiency mechanisms
	Optimisation
	Sobriety
	Efficiency

	Functional
	Fine grain modularity of requested analytics 
	Fine grain modularity of data collection

	Dimensional
	Analytics Filters (NSSAI, App.ID, Areas)
Aggregation or explicit lists
	Analytics Filters


	Usage
	Time granularity
Improved triggering of analytics
	Precomputed consolidated data
Permanent data collection
Time-variable data collection 

	Cooperative
	FFS
	FFS





6.Y.1.2	Sobriety mechanisms
The sobriety mechanisms may include the following features.
6.Y.1.2.1	Functional sobriety
The functional sobriety mechanisms enable to specify in requests or subscriptions the following features:
· which subsets of output elements need to be provided for a given analytics""
· which additional computations (e.g. peak value, variance) need to be provided on a given output element. The analytics addressed are those which already provide additional computations (e.g. Service Experience, NF load).
Such options are to be specified on a per-analytic basis.
6.Y.1.2.2	Dimensional sobriety
-	Provide additional Analytics Filters (NSSAI, Application ID, Areas of Interest) or Target of values of Event Reporting for all relevant analytics. 
Table 6.Y.1.2.2-1: Additional Analytics Filters 
	Existing analytics
	Filters proposed for Rel-17
	Filters already specified in Rel-16

	Slice load level 
	Area of Interest, load in CP or UP
	None 

	UE Mobility
	[bookmark: _GoBack] GUAMI, AMF Set ID (NOTE 1)
	Area of Interest

	UE Communication
	Area of Interest
	S-NSSAI, Application Id

	NOTE 1: the provision of a filter on GUAMI or AMF Set ID focuses on the UEs served by the AMF instances.



	The additional filters enable to either reduce the scope of data collection (e.g. Area of Interest), or reduce the volume of data collected by requesting global behaviour matrix of precomputed consolidated data  (see clause 6.Y.1.3.3)"".
- 	Let the Analytics consumer specify whether detailed lists of analytics or aggregated analytics, as described in TR 23.791, are requested. 
-	When explicitly listed, all values among a list of subsets are requested, one related to each subset. 
-	When aggregation is chosen, a single analytics value is provided on the whole set (e.g. average of analytics of a list). 
	There are use cases (e.g. overload) where aggregated analytics may be sufficient to take the first decisions (e.g. trigger overload control and request finer grain analytics).
	The availability of aggregated analytics help reduce the volume of transferred data and spare the computation of the aggregated by the consumer NF.
	The general rule for aggregation is that the aggregated value is provided with an identical computation rule as done per subset, but performed instead on the whole set. For instance, if the element "average X" is requested aggregated, only one aggregated value is provided which is the average computed among all subsets.

	While respecting the general rule stated above, Table 6.Y.1.2.2-2 provides simplified computation formulas for transforming elementary analytics (per subset) into aggregated statistics (on the whole set) for the metrics "counter", "average", "maximum", and "variance". The hypothesis is a population of N subsets, each indexed by variable k.  The purpose is to provide a certain KPI X, for which can be computed a counter (sum of X), an average of X, a maximum of X, or the variance of X over the subset. 
Table 6.Y.1.2.2-2: Aggregation formulas for supplementary analytics
	Metrics
	Principle
	Formula per subset
	Formula for aggregation

	Counter
	Sum of values of X for each UE in the subset k
	Counter(k)
	Sum of counter(k)

	Average
	cardinal(k)= number of elements in subset k
	Counter(k)/Cardinal(k)
	Sum of counter(k) / sum of cardinal (k)

	Max
	Max value of X for each UE in the subset 
	Max(k)= maximum (X) on subset k
	Maximum value among Max(1) to Max(N)

	Variance
	Variance(k) of  variable X in subset k
	Square root of { sum of square distance to average(k), divided by cardinal(k) }
	Square root of { sum square distance to aggregated average, divided sum of cardinal(k) }



Table 6.Y.1.2.2-3 provides proposals for each analytics of TS 23.288.		
Table 6.Y.1.2.2-3: Analytics aggregation per analytics
	Existing analytics
	Aggregation
	Explicit list

	Slice load level (NOTE 1)
	Aggregated load or on the global network (Rel-16) or on an Area of Interest (see dimensional sobriety)
	Load per each TA (Rel-17)

	NF Load (NOTE 2)
	Aggregated value for a whole NF set (Rel-17)
	Rel-16 list per each NF in a NF set

	Network Performance
	Aggregated value on the global Area (Rel-17)
	Rel-16 list per TA or per cells

	UE Mobility (NOTE 3)
	Explicit list of mobility with granularity per TA (aggregating cells of each TA)
	Explicit list of mobility with granularity per Cell 

	NOTE 1: The Slice Load Level is provided globally in Rel-16, regardless of an area.
NOTE 2: The aggregated value (whole NF set) enables to estimate the global load for coarse grain monitor. In Table 6.5.3-1 of TS 23.288, the values "NF load", "NF status" etc. would be changed into ‘NF set load", "NF set status" etc. in the  case of aggregated value per NF Set.
NOTE 3: The UE location if  provided "per TA or cell" in Rel-16 but without control of NF consumer. The level of granularity depends on the use case (hand-over, paging, application related-use case). The proposal is to be able to specify in the requests of subscription if the location is explicitly per TA or either per cell.



6.Y.1.2.3	Usage sobriety
-	Provide a parameter for time granularity 
	Some NWDAF analytics are related to an implicit time granularity (for instance a trajectory).  
Table 6.Y.1.2.3-1: Time related analytics in NFs 
	Example on existing analytics
	Example on existing analytics

	UE Mobility
	List of locations over time

	User data congestion
	Periods of congestion

	QoS sustainability
	Periods of QoS sustainability



	But the NF may be interested in the historical statistics or to the predictions with a grosser granularity (e.g. main locations) or a finer granularity (e.g. all intermediate locations). Therefore it may be useful to provide, via an additional Analytics Filter, a parameter which permits an NWDAF consumer to indicate the desired time granularity.

-	Provide enhanced triggers for analytics feedback 
Triggers can be used to optimize signalling on the northbound interface, because analytics events are notified only when some relevant conditions occur. 
Additional techniques for a better control of triggers should permit:
-	to start and also stop the provision of analytics using hysteresis techniques, via start and stop thresholds; and
-	to perform data collection on 3 criteria : either below or above a level, or within a certain range.


Figure 6.Y.1.2.3-1: Enhanced triggers
6.Y.1.3	Efficiency mechanisms
6.Y.1.3.1	Introduction
The efficiency mechanisms address the southbound interfaces of NWDAF (NF Event Exposure, NRF, OAM) and may include the following features.
6.Y.1.3.2	Functional efficiency
The functional efficiency consists in collecting only the data elements which are required to fulfill the requests or subscriptions. Therefore, depending on the functional sobriety parameters (analytics subsets), only the required supplementary subsets of data need to be collected on the relevant interfaces. 
Such requirement should be specified in the procedures of TS 23.288.
6.Y.1.3.3	Dimensional efficiency
The dimensional efficiency consists in collecting only the data according to the Analytics Filters. 
Additional data collection filters could be added in the NFs for Event Exposure as proposed in Table 6.Y.1.3.3-1.
Table 6.Y.1.3.3-1: additional Analytics Filters in NFs Event Exposure
	NF
	Filters proposed for Rel-17
	Filters present in Rel-16

	AMF
	
	NSSAI, Area of interest

	SMF
	NSSAI
	

	PCF
	Area of Interest (TA or Cell)
	NSSAI, DNN, service ID

	AF
	NSSAI
	

	OAM
	NSSAI, Area of Interest (TA or Cell)
	



6.Y.1.3.3	Usage efficiency
· Permanent data collection
This technique consists in permanently collecting data from all NFs, AFs or OAM defined in NWDAF configuration on a representative UE sample, in order to have a permanent minimal and consistent data lake. Such data could be collected based on a low sampling ratio, with a low rate, sufficient to perform a majority of statistics or predictions with the medium levels of accuracy.
Permanent  data collection policies should be controllable by operator configuration.
-	Precomputed consolidated data
	Pre-computed consolidated data avoid collecting elementary data events. Such analytics are already present in the OAM domain for instance for RAN. Some rare pre-computed data is provided by the Event Exposure services (e.g. AMF UEs-In-Area-Report) in Rel-16. 
Table 6.Y.1.3-2: Precomputed analytics in NFs examples
	Example on existing analytics
	Possible pre-computed analytics for Rel-17

	Observed Service Experience
	UPF: basic rate and volume statistics per time unit over N time slots

	NF Load 
	NRF : basic statistics on NF loads per time unit over N time slots

	UE Mobility
	AMF: basic statistics on cells and TA per time unit over N time slots

	UE Communication
	SMF/UPF: basic statistics on DNN and apps, per time unit over N time slots



	Moreover, such pre-computed analytics could be provided in Rel-17 as scalars or as vectors or tables. The use of vectors/tables reduces the number of events per time, by grouping scalars over two dimensions (time and space). For instance, the basic statistics of AMF stated in the table 6.Y.1.3-2 could be grouped in a table providing in lines the different locations (cells, TA) and in columns the different values per time of the day (e.g. N values for the time slots 1 to N with a granularity per minute). There could be for instance, an array of UEs-In-Area  per minutes.
	Such enhancements should be specified as new events on NF data collection interfaces (e.g. Event Exposure).
-	Time-variable data collection 
	At present time, as specified in TS 23.288 clause 6.2.1, the NWDAF may decide to reduce the amount of data collected to reduce signalling load, by either prioritizing requests received from analytics consumers, or reducing the extent (e.g. duration, scope) of data collection, or modifying the sampling ratios.
	It is also possible (TS 23.502 clause 4.15)  to modify the data collection periodicity, by choosing the event reporting mode (periodic), with the  maximum number of reports which apply to the maximum duration of reporting (TS 23.502 clause 4.15). 
	As a consequence, the NWDAF may also decide to dynamically adapt the data collection periodicity depending on conditions. For instance, low periodicity can be satisfactory when a trigger is not reached, and higher periodicity may be required once a trigger condition has been reached (e.g. higher load). 
[bookmark: _Toc16839386][bookmark: _Toc21087545]6.Y.4	New services, and impacts on existing services, entities and interfaces
Editor's Note: This clause lists impacts to existing entities and interfaces. In the 5GC Control Plane, the impacts shall be described in the form of additional NF Services and modifications to existing NF Services.
* * * * End of change * * * *
3GPP
SA WG2 TD
	


image1.emf
Zone 1

Zone 2

Zone 3


oleObject1.bin

