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1. Discussion
1.1 Service framework Related solutions in TR23.742

Currently there are several solutions (6.2, 6.3, 6.4, 6.5, 6.6, 6.9, 6.14, 6.20, 6.21, and 6.22) in TR23.742 to address Key issue 3 “Improvements to service framework Related aspects”. The main issues in these solutions to be addressed include: 

· The functionalities that this service framework supports and its architecture.

· How to interact with Rel-15 framework mechanism, e.g. NRF.

1.2 Service framework functionalities and its architecture
As indicated in Solution 6.2, 6.3, 6.4, 6.5, 6.6, 6.9, 6.14, 6.20, 6.21, and 6.22, service framework and/or service agent which serves the set of service instances are proposed. The intention is that service instances focus on business logic related functions, and the framework related functions are decoupled from service instances and placed into Service Framework. 
In Rel-15, SBA framework supports the NF granularity framework operation such as NF registration, update, discovery and monitoring. 

In Rel-16, to enable flexibility and efficiency the NF is split into the Service. Thus the common service among different NFs can be reused. One service instances exposed the standardized service outside may request service from one or several internal service instances, i.e. the service which only visible for a limited Service Instance. And one internal service instance may also serve other multiple standardized service instances. Internal service instances including the service, such as internal database accessing, OAM, Trace and other platform or framework functions. Consider the efficiency, management work, performance and isolation between different service instances, a suitable list of service instances are grouped together. Thus these service instances form one service unit/ cluster. The characteristics of Service unit/ cluster include:

· The service instance within one unit/cluster share the same framework function. 

· Within the unit/cluster internal service instances may be included which can’t be accessed by service instance out of this service unit/cluster but it is necessary for some exposed standardized service. 
· The interaction within one service unit/cluster can be more efficient than the communication with the service instance outside the unit/cluster.
As depicted in the figure below: the service framework needs at least to support the following two parts of interaction functions:

· Part 1: Enable the interaction between the service instances inside the unit/cluster.  

· Part 2:Enable the interaction between the service instance in one unit/cluster with the service instance outside the unit/cluster
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Figure 1: The Interaction between Service Instances
Currently there are several open source service framework such as Linkerd and Istio. 
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Figure 2: Linkerd service framework
As indicated by Reference [1], the service framework “Linkerd” supports the following major features, quoted: 
· Load balancing: Linkerd provides multiple load-balancing algorithms that use real-time performance metrics to distribute load and reduce tail latencies across your application;
· Circuit breaking: Linkerd includes automatic circuit breaking that will stop sending traffic to instances that are deemed to be unhealthy, giving them a chance to recover and avoiding cascading failures; 
· Service discovery: Linkerd integrates with various service discovery backends, helping you to reduce the complexity of your code by removing ad-hoc service discovery implementations;
· Dynamic request routing: Linkerd enables dynamic request routing and rerouting, allowing you to set up staging services, canaries, blue-green deploys, cross-DC failover, and dark traffic with a minimal amount of configuration;
· Retries and deadlines: Linkerd can automatically retry requests on certain failures and can timeout requests after a specified period; 
· TLS: Linkerd can be configured to send and receive requests with TLS, which you can use to encrypt communication across host boundaries without modification to your existing application code.
· HTTP proxy integration: Linkerd can act as an HTTP proxy, which is widely supported by almost all modern HTTP clients, making it easy to integrate into existing applications;
· Transport Proxying: Linkerd can be used for transparent proxying by using the linkerd-inject utility to configure your host's iptables rules;
· gRPC: Linkerd supports both HTTP/2 and TLS, allowing it to route gRPC requests, enabling advanced RPC mechanisms such as bidirectional streaming, flow control, and structured data payloads, 
· Distributed tracing: Linkerd supports both distributed tracing and metrics instrumentation, providing uniform observability across all services; 
· Instrumentation: Linkerd supports both distributed tracing and metrics instrumentation, providing uniform observability across all services.
If taking Linkerd as reference, the functions that service framework to be defined by 3GPP needs to support are indicated as below:
1. Functionalities to enable the interaction between the NF/service instance supporting Rel-15 defined Registration/Discovery e, i.e. registration of service towards NRF, request service discovery via NRF;

2. Functionalities to enable the interaction between the service instance supporting standardized service and internal instances i.e. internal service registration, monitoring and discovery;

3. Load balancing: service framework needs to support load-balancing algorithm and balances the traffic among the service instances of one service set;

4. Failure and exception handling function to ensure reliability e.g. Circuit breaking, Retries and deadlines;

5. Message routing function including message routing between service unit/clusters and within one service unit/cluster, e.g. Dynamic request routing, Transport Proxying, gRPC, TLS, HTTP proxy integration. 

For the message routing between unit/cluster, the message routing mechanism shall be standardized. For example, SBI specified in R-15 is reused or to be enhanced.
6. Service OAM related function e.g. cooperating with OAM to enable instance monitoring and scaling, distributed tracing, instrumentation.
In case that one service instance is compliant with the service framework utilized by one unit/cluster, this service instance can be deployed in this service cluster. Thus service instances from different vendors may coexist in one unit/cluster.

From our view all above service framework functions supported by the Linkerd mostly are also the necessary functions of the 3GPP required service framework. If all these functions and the related interaction procedure are to be standardized, the following aspects need to be considered:

· Standardization effort: 3GPP needs to specify one general and complete service framework like Linkerd and Istio, and it will need massive effort and is difficulty to complete in Rel-16 time frame. It also needs much effort to update the specification of this service framework to address each new requirements/enhancement in later Releases. 
· Ecosystem support: once 3GPP specifies one unique service framework, the corresponding ecosystem is required, including: the interoperation guidance and test of service framework, and etc. As an alternative of the existing service framework such as Linkerd, the massive effort are needed to establish the complete ecosystem and be adopted by service vendors. 
Thus considering the work effort and availability in the expected time, one possible approach is to use the existing Service Framework such as Linkerd and Istio in the service unit/cluster. Each service unit/cluster may have its own service framework. And the Service Framework function is split into two types: 

1. The service framework function which is not required to be exposed outside the, e.g. Load Balancing, routing control. For this part it is not is not specified in 3GPP in Rel-16, including the interaction between service instance and service framework. But the expected functionalities of the service framework can be defined
2. The service framework function which is required to be exposed outside the, e.g. the interaction between service instances of different types in different unit/cluster, the functionalities and related service interaction which service framework is required to be standardized. 
Proposal 1: 
· In Rel-16, service instances can be grouped as a unit/cluster which share the same service framework. Each unit/cluster may select the different service framework. 

· For the framework function which is not required to be exposed outside of the unit/cluster, e.g. Load Balancing, routing control, it is not expected to be specified. 

· For the framework function which is required to be exposed outside of the unit/cluster, it is required to be standardized.
1.3 How to interact with Rel-15 framework mechanism
Multiple NFs are standardized in Rel-15, including stage-3 specification for NF services that each NF supports. To avoid re-designing all Rel-15 NFs and massive standardization work load in Rel-16 which might delay Rel-16 work progress, the NF and NF services defined at Rel-15, shall still be supported in Rel-16 5G Core Network. To reduce the impact on the NFs, the interaction between NFs existing in Rel-16 5GC and Rel-16 Service Unit/Cluster shall also be compliant with Rel-15 framework mechanism, and Rel-15 NRF service shall be supported in Rel-16 5GC network. 

Propose 2：
· In Rel-16 5GC, the Rel-15 NF and Rel-16 Service instance shall coexist to avoid re-design all network functions in 5GC, and the interaction between them shall be compliant with Rel-15 framework mechanism. Rel-15 SBA framework based on NRF shall be supported in Rel-16.
2. Proposal
It is proposed that the interim agreements for Key Issue 3 are added to TR23.742.
3. Reference
[1] Linkerd – Overview:   https://linkerd.io/1/features/
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8.X
Interim agreements for Key Issue 3
Principles related to Service registration and discovery:
· In Rel-16, service instances can be grouped as a unit/cluster which share the same service framework. Each unit/cluster may select the different service framework for implementation. 

· Functionalities of service framework not exposed outside of the unit/cluster, e.g. Load Balancing, routing control, are not expected to be specified. These functionalities are to be identified.
· Functionalities of service framework exposed outside of the unit/cluster, e.g. the interaction between service frameworks in different unit/cluster, are required to be standardized.
· In Rel-16 5GC, the Rel-15 NF and Rel-16 Service instance may coexist to avoid re-design all network functions in 5GC, and the interaction between them shall be compliant with Rel-15 framework mechanism. NRF based service framework shall be supported in Rel-16.
***** End of CHANGE *****
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