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Abstract of the contribution: This contribution describes the architecture proposal for CUPS
Background
This contribution presents the architectural proposal for CUPS which supports both centralized and distributed deployment scenarios to address diverse network service use cases. 
* * * 1st Change * * * *
Solution X: Enhanced EPC supporting both distributed and centralized deployment

X.1
General descriptions, assumptions, and principles

The solution is designed based on the following working assumptions and principles: 
1) Allowing the control plane architecture to be centralized or co-located with user plane closer to the access edge (i.e. distributed) to support control related functions (e.g. IP address allocation, accounting) which are part of the S-GW, P-GW and TDF.  As a result, the user plane can then be scaled independently.  
 2) Removing the need for a centralized mobility anchor for user plane by enabling the user plane anchors to be distributed with some nodes placed closer to the access edge or be centralized. This can reduce routing, backhaul inefficiencies and help to cope with the new flows (e.g. for CIoT use cases). 

3) Enabling the mobility anchor point based on a per flow basis, rather than on an APN basis. This for instance enables flows to be broken up and treated differently from both a routing and mobility perspective. 

4) Preserving existing procedures/protocols (GTP-C and GTP-U) from eNB and MME perspective. 

5) Maintaining centralized accounting role for P-GW.
6) Compatible to today EPC existing release such as to continue the support for Rel-13 FMSS feature
7) Continuing to support existing roaming scenarios
X.2
eEPC Architecture with separated control and user planes
The following diagram describes the high-level architecture for Enhanced EPC (eEPC) to support the separation of EPC control and user planes which applies to both centralized and distributed deployment scenarios to address diverse network service use cases.
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Figure X.2.1: Enhanced EPC architecture for Non-roaming scenario with separated control and user planes 
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Figure X.2.2: Enhanced EPC architecture for Roaming Home-routed scenario with separated control and user planes 
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Figure X.2.3: Enhanced EPC architecture for Roaming Local Breakout scenario with separated control and user planes 

The eEPC architecture partitions the control plane functions from the user plane functions in mobile core network.  More specifically, the control plane functions which are part of the SGW and PGW become part of the GwC, and the user/forwarding plane functions which are part of the SGW and PGW become part of the GwU.  
GwC is responsible for mobility and session management as well as IP addressing and TEID management.  From the UE, eNodeB and MME perspectives, there is no change to the gateway selection algorithm; however, rather than selecting the SGW and PGW, in reality, MME is selecting the GwC based on the same mechanism as specified in TS 23.401[x] today. 

GwC may then select the UE’s serving GwU based on UE’s location, load conditions and possible other context information (e.g. types of environment, user profile, type of service applications, content data, device capability - storage battery, CPU, wireless radios, etc.). The MME, HSS, PCRF, OCS and OFCS can either be the legacy network element or be part of the eEPC control plane cloud.  This approach enables the service orchestration support functions (i.e. MME, PGW-C, SGW-C, PCRF, TDF-C) at the eEPC.  
GwU is responsible for caching, GTP-U encapsulation and decapsulation, DPI, packet steering and forwarding, bearer binding, paging support as well as QoS support.  The GwC provides the GwU the policy and control information over S5/S8-C.   One GwC could control one or more GwUs. 
In order to support delay sensitive services, e.g. roadside sensors, electric meters, IoT etc., GwC together with GwU could co-locate at the access edge, while the north bound interfaces towards MME, PCRF etc, remain the same.  
* * * End of Change * * * *
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