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************* FIRST CHANGE *************
4.3.7.2
Load balancing between MMEs

The MME Load Balancing functionality permits UEs that are entering into an MME Pool Area to be directed to an appropriate MME in a manner that achieves load balancing between MMEs. If dedicated CN(s) or MOCN are deployed the load balancing is between between MMEs of the same CN and/or operator respectively. This load balancing between MMEs is achieved by setting a Weight Factor for each MME, such that the probability of the eNodeB selecting an MME is proportional to its Weight Factor. The Weight Factor is typically set according to the capacity of an MME node relative to other MME nodes. The Weight Factor is sent from the MME to the eNodeB via S1-AP messages (see TS 36.413 [36]). If a HeNB GW is deployed, the Weight Factor is sent from the MME to the HeNB GW.

NOTE 1:
An operator may decide to change the Weight Factor after the establishment of S1-MME connectivity as a result of changes in the MME capacities. E.g., a newly installed MME may be given a very much higher Weight Factor for an initial period of time making it faster to increase its load.

NOTE 2:
It is intended that the Weight Factor is NOT changed frequently. E.g. in a mature network, changes on a monthly basis could be anticipated, e.g. due to the addition of RAN or CN nodes.

In some networks, the eNodeB may be configured to select specific MME(s) for UEs configured for low access priority with a Weight Factordifferent from  that one used for the same MME(s) for selecting and MME for other UEs. Alternatively MMEs may be deployed exclusively for those UEs, or, if dedicated CN(s) are deployed, those UEs may be served by a dedicated CN.
NOTE 3:
The eNodeB can determine whether or not the "UE is configured for low access priority" from information received in the RRC establishment signalling.

4.3.7.3
Load re-balancing between MMEs

The MME Load Re-balancing functionality permits UEs that are registered on an MME (within an MME Pool Area) to be moved to another MME. If dedicated CN(s) or MOCN are deployed the load re-balancing is between between MMEs of the same CN and/or operator respectively.
NOTE 1:
An example use for the MME Load Re-balancing function is offloading an MME for the O+M related removal of one MME from an MME Pool Area.

NOTE 2:
Typically, this procedure should not be used when the MME becomes overloaded because the Load Balancing function should have ensured that the other MMEs in the pool area are similarly overloaded.

The eNodeBs may have their Load Balancing parameters adjusted beforehand (e.g. an MME’s Weight Factor is set to zero if all subscribers are to be offloaded from that MME, which causes the eNodeB’s NNSF to route new entrants to the pool area or to the dedicated CN and also offloaded UEs into other MMEs).

In addition the MME may off-load a cross-section of its subscribers with minimal impacts on the network and users (e.g. the MME should avoid offloading only the low activity users while retaining the high activity subscribers. Gradual rather than sudden off-loading should be performed as a sudden re-balance of large number of subscribers could overload other MMEs. With minimal impact on network and the user's experience, the subscribers should be off-loaded as soon as possible). The load re-balancing can off-load part of or all the subscribers.

To off-load ECM-CONNECTED mode UEs, the MME initiates the S1 Release procedure with release cause "load balancing TAU required" (clause 5.3.5). The S1 and RRC connections are released and the UE initiates a TAU but provides neither the S-TMSI nor the GUMMEI to eNodeB in the RRC establishment.

NOTE 3:
Special care needs to be taken when offloading Relay Nodes. This is because there may be UEs connected to the RN and some of these UEs may be registered on other MMEs.

The MME should not release all S1 connections which are selected to be released immediately when offloading is initiated. The MME may wait until the S1 Release is performed due to inactivity. When the MME is to be offloaded completely the MME can enforce an S1 Release for all remaining UEs that were not offloaded by normal TAU procedures or by S1 releases caused by inactivity.

To off-load UEs which perform TA Updates or Attach initiated in ECM-IDLE mode, the MME completes that procedure and the procedure ends with the MME releasing S1 with release cause "load balancing TAU required". The S1 and RRC connections are released and the UE initiates a TAU but provides neither the S-TMSI nor the GUMMEI to eNodeB in the RRC establishment.

When the UE provides neither the S-TMSI nor the GUMMEI in the RRC establishment, the eNodeB selects an MME based on the Weight Factors of the MMEs in the pool
. If dedicated CN(s) are deployed,  an MME from the default CN is selected.
To off-load UEs in ECM-IDLE state without waiting for the UE to perform a TAU or perform Service request and become ECM‑CONNECTED, the MME first pages UE to bring it to ECM-CONNECTED state. If paging the UE fails and ISR is activated, the MME should adjust its paging retransmission strategy (e.g. limit the number of short spaced retransmissions) to take into account the fact that the UE might be in GERAN/UTRAN coverage.

Hardware and/or software failures within an MME may reduce the MME's load handling capability. Typically such failures should result in alarms which alert the operator/O+M system. Only if the operator/O+M system is sure that there is spare capacity in the rest of the pool, the operator/O+M system might use the load re-balancing procedure to move some load off this MME. However, extreme care is needed to ensure that this load re-balancing does not overload other MMEs within the pool area (or neighbouring SGSNs) as this might lead to a much wider system failure.
If dedicated CN(s) are deployed, offload or rebalance is performed between MMEs of the same CN. For offload or rebalancing to other MMEs of the CN, the MME allocates a GUTI containing a Null-MMEGI to the UE during or before performing the procedures described above for load rebalancing.  All MMEs of a dedicated CN are configured with the Null-MMEGI that is specific for each dedicated CN. When the MME allocates to the UE a GUTI containing a Null-MMEGI, the MME allocates also a non-broadcast TA to the UE and releases the S1 and RRC conections, but does not indicate the release cause “load balancing TAU”. The UE determines that a TAU needs to be initiated. The eNodeB’s MME selection function is configured with the MME addresses for each of the CNs and also the related Null-MMEGI. The selection function selects an MME according to load balancing between MMEs of the same CN as described above and establishes an S1 connection with the selected MME. Once the new MME accepts the TAU or Attach and allocates a GUTI from its common GUTI value range, i.e. not including a Null-MMEGI, the transfer of the UE to another MME is complete and the UE is served by that MME. If the PDN connection(s) need not to be maintained during offloading or rebalancing, the MME may detach the UE with ‘reattach required’ after allocation of a GUTI including a Null-MMEGI.
4.3.7.4
MME control of overload

4.3.7.4.1
General

The MME shall contain mechanisms for avoiding and handling overload situations. These can include the use of NAS signalling to reject NAS requests from UEs.

In addition, under unusual circumstances, the MME shall restrict the load that its eNodeBs are generating on it if it is configured to enable the overload restriction. This can be achieved by the MME invoking the S1 interface overload procedure (see TS 36.300 [5] and TS 36.413 [36]) to all or to a proportion of the eNodeB's with which the MME has S1 interface connections. To reflect the amount of load that the MME wishes to reduce, the MME can adjust the proportion of eNodeBs which are sent S1 interface OVERLOAD START message, and the content of the OVERLOAD START message.

The MME should select the eNodeBs at random (so that if multiple MMEs connected to the eNodeBs are overloaded, they do not send OVERLOAD START messages to exactly the same set of eNodeBs).

The MME may optionally include a Traffic Load Reduction Indication in the OVERLOAD START message. In this case the eNodeB shall, if supported, reduce the type of traffic indicated according the requested percentage (see TS 36.413 [36]).

NOTE 1:
The MME implementation may need to take into account the fact that eNodeBs compliant to Release 9 and earlier version of the specifications do not support the percentage overload indication.

Using the OVERLOAD START message, the MME can request the eNodeB to:

-
reject RRC connection requests that are for non-emergency and non-high priority mobile originated services; or

NOTE 2:
This blocks PS service and service provided by MSC following an EPS/IMSI attach procedure.

-
reject new RRC connection requests for EPS Mobility Management signalling (e.g. for TA Updates) for that MME; or

-
only permit RRC connection requests for emergency sessions and mobile terminated services for that MME. This blocks emergency session requests from UEs with USIMs provisioned with Access Classes 11 and 15 when they are in their HPLMN/EHPLMN and from UEs with USIMs provisioned with Access Classes 12, 13 and 14 when they are in their home country (defined as the MCC part of the IMSI, see TS 22.011 [67]); or.

NOTE 3:
The MME can restrict the number of responses to paging by not sending paging messages for a proportion of the events that initiate paging. As part of this process, the MME can provide preference for paging UEs with Emergency Bearer Services and terminations associated with MPS ARP.

-
only permit RRC connection requests for high priority sessions and mobile terminated services for that MME.

-
reject new RRC connection requests from UEs that access the network with low access priority.

When rejecting an RRC connection request for overload reasons the eNodeB indicates to the UE an appropriate timer value that limits further RRC connection requests for a while.

An eNodeB supports rejecting of RRC connection establishments for certain UEs as specified in TS 36.331 [37]. Additionally, an eNodeB provides support for the barring of UEs configured for Extended Access Barring, as described in TS 22.011 [67]. These mechanisms are further specified in TS 36.331 [37].

An eNodeB may initiate Extended Access Barring when:

-
all the MMEs connected to this eNB request to restrict the load for UEs that access the network with low access priority; or

-
requested by O&M.

If an MME invokes the S1 interface overload procedure to restrict the load for UEs that access the network with low access priority, the MME should select all eNodeBs with which the MME has S1 interface connections. Alternatively, the selected eNodeBs may be limited to a subset of the eNodeBs with which the MME has S1 interface connection (e.g. particular location area or where devices of the targeted type are registered).

During an overload situation the MME should attempt to maintain support for emergency bearer services (see clause 4.3.12) and for MPS (see clause 4.3.18).

When the MME is recovering, the MME can either:

-
send OVERLOAD START messages with new percentage value that permit more traffic to be carried, or

-
the MME sends OVERLOAD STOP messages.

to some, or all, of the eNodeB(s).

In addition, to protect the network from overload the MME has the option of rejecting NAS request messages which include the low access priority indicator before rejecting NAS request messages without the low access priority indicator (see clause 4.3.7.4.2 for more information).

NOTE 4:
It cannot be guaranteed that voice services will be available for mobile terminated calls while the Mobility Management back-off timer is running. It is recommended, that UEs requiring voice services are not configured for low access priority.

************* END OF CHANGE *************
�normally here should be a ref to the selection function, but this clause here provides obviously more details






