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Abstract of the contribution: Requirements for Service continuity for ProSe are discussed.
1. Introduction

The requirements for Service Continuity are given in TS 22.278.
The basic scenario that needs to be addressed for eProSe Service continuity for the case that the UE loses coverage from the network using Uu and reconnects to it via a ProSe UE-to-network relay over PC5:

The ProSe UE (the remote UE) is connected via NW and a PDN Connection towards a PGW. At some point the UE loses coverage to the eNB and goes out-of-coverage (OOC). The UE discovers a ProSe UE, which is able to act as a ProSe UE-to-NW Relay. The remote ProSe UE re-connects to the NW via the Relay UE and keeps connectivity to its PGW without the user experience being hampered.

2. ProSe Service continuity
Assumptions:

Service continuity requires IP address preservation; Service continuity needs to keep the same IP address in order for applications to be able to send a continuous IP flow. This may be true at least for some applications, such as e.g. streaming application in contrast to http-based application, which may be more forgiving towards change of IP address.

The UE IP address is allocated by the PGW, to which the PDN connection subject to Service continuity was first set up. This IP address may be part of an IP address space handled by this PDN GW. For routing reasons, the IP address should be kept in the same PGW and can’t be changed. Therefore the original PGW for the Service must be kept for Service continuity to be maintained. The assumption that the IP address is allocated by the PGW means that such a use case as when the IP address is allocated by the Relay UE is not discussed here. Such a use case would be when the remote UE power up OOC and connects to a relay UE, which allocates an IP address to the remote UE.

ProSe Service continuity can cover cases when the remote UE and Relay UE are connected to same PGW or the remote UE and Relay UE are connected to different PGWs. Then methods for preserving the IP address and the remote UE PGW are needed.  
It is seen beneficial to define procedures within EPC which provides Service continuity without relying on “Over The Top” (OTT) solutions.
3. Service Continuity Principles
Service continuity should be RAN controlled. For the use case discussed in section 2, the eNB may monitor the radio conditions for the remote UE in the serving cell as well as other conditions. The decision on the exact mechanism can be taken in RAN. 
The opposite case to the one described in section 2, i.e. when a remote UE goes from using PC5 and the relay function of another UE and back to NW connectivity over Uu via eNodeB, may also be handled by the handover-like functionality. This means that when the remote UE comes into E-UTRAN coverage again it reports to the eNB, which can monitor radio conditions. (Note, also in this case the PDN Connection should have been originally created towards a PDN GW and the IP address allocated by the PDN GW.)
Service continuity is only applicable for the Handover scenario, i.e. when the PC5 connection and relay function can be set up before going out of coverage (make-before-break). Otherwise, if the remote UE loses radio contact towards the eNB, the remote UE needs to set up network connection via the ProSe UE-Network Relay by itself. This is comparable to IDLE-mode mobility, and Service continuity is not guaranteed.
In this way the Service continuity use case is based on and treated similarly as a Handover procedure.

How signaling towards the EPC for ProSe Service continuity is done is FFS. However, it cannot generally be guaranteed that the Remote UE and the Relay UE initially are connected towards the same PDN-GW, except if APN configuration for connectivity towards a specific ‘ProSe relay enabling PDN-GW’ would be used & the UEs are in the same PDN GW part of the network. Tunneling of packets for UEs connected to different PGWs may be done by inter-node forwarding within the EPC. Or, if inter-node forwarding of relayed packets is not considered, it would be possible to achieve service continuity by connecting the relay and remote UEs towards the same PGW by activating a new PDN connection for the Relay UE. However, setting up a new tunneling PDN Connection in the Relay UE for each remote UE connected to it, may imply the penalty of quickly using up maximum number of available EBIs for the relay UE. This would limit the number of remote UEs possible to connect to each relay UE. In particular if QoS and multiple dedicated bearers are considered.
With the current definition of the EPC Bearer Identity (EBI) of 4 bits, the values 0-5 are reserved, leaving 11 available bearer values. The limitation of the EBI in LTE was due to backwards compatibility considerations for IRAT Handover to 2G/3G. The EBI as defined in LTE is compatible with the NSAPI value in 2G/3G. When considering ProSe functionality the issue of backwards compatibility for the IRAT Handover is different, since ProSe functionality is only supported in LTE. One possible way to lift the limitation of the EBI would be an EBI extension and thereby opening up for connecting more remote UEs to a relay UE. The implications on existing protocols from EBI extension need to be considered in stage 3. How to extend EBI is a stage 3 issue, but if to extend it or not is an architecture matter, since it changes how many UEs can be supported by a Relay UE associated with having individual bearers per remote UE.

4. Proposal

It is proposed to add the following principles to the TR 23.713:
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7.4.x 
Solution for Service continuity

7.4.x.1
Functional Description
Editor’s note:
General description, assumptions, and principles of the solution.
The main scenario service continuity scenario to address is the case that the UE loses coverage from the network using Uu and reconnects to it via a ProSe UE-to-network relay over PC5 and vice versa.

Service continuity for that scenario is based on the following principles:
- the Service continuity procedure is executed based on RAN control and the principle of “make-before-break”.
- the procedures to handle Service continuity for UE-to-Network relay shall be handled within EPC and not rely on “Over The Top” (OTT) solutions. 
- methods for ProSe Service continuity for IP address preservation rely on keeping the remote UE PDN point of presence.
7.4.x.2
Procedures

Editor’s note:
Describes the high-level operation, procedures and information flows for the solution.

7.4.x.3
Impact on Existing Entities and Interfaces

Editor's note:
Impacts on existing nodes or functionality will be added.
Editor's note: With the current definition of the EBI of 4 bits, the values 0-5 are reserved, leaving 11 available bearer values. The limitation of the EBI in LTE was due to backwards compatibility considerations for IRAT Handover to 2G/3G. The EBI as defined in LTE is compatible with the NSAPI value in 2G/3G. When considering ProSe functionality the issue of backwards compatibility for the IRAT Handover is different, since ProSe functionality is only supported in LTE. One possible way to lift the limitation of the EBI would be an EBI extension and thereby opening up for connecting more remote UEs to a relay UE. The implications on existing protocols from EBI extension need to be considered in stage 3. How to extend EBI is a stage 3 issue, but if to extend it or not is an architecture matter, since it changes how many UEs can be supported by a relay UE associated with having individual bearers per remote UE.
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