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Abstract of the contribution: Under RAN user-plane congestion service providers may elect to defer delivery of certain services, e.g. less time-sensitive traffic, to a later time when the network load is lower. This contribution proposes a mechanism to support this.
1. 
Discussion

SA1 requirement in TS 22.101, section 27.5 – Limiting Traffic, states:
“The network shall be able to limit traffic from operator-controlled and/or third-party services based on RAN user plane congestion status for a UE, e.g. to defer Push services based on the RAN congestion status and operator policy.
Pushed data, from the operator or a 3rd Party to applications residing on UE’s on the operator’s network, can take many forms: app notifications from push platforms such as Apple’s Push Notification Service or Google’s Cloud Messaging system; delivery of media content from operator owned or 3rd party platforms; software updates, etc.

If the operator wants to limit such data during user-plane congestion events (as described in the SA1 requirement quoted above), the operator can block such data transfers (e.g. on the PGW or the TDF). In response, the push infrastructure will attempt to retry at some later time, but clearly it does not have any information about the congestion event, and what an appropriate retry timer should be set to. 

As a result the retry timer could either be set to a very short interval, increasing signalling resource impacts for both the push platform provided (e.g. a 3rd Party) and the network operator, or could be set to a long interval. In the latter case, either the cell that the UE is in could come out of congestion, or the UE could move to a cell that is not congested. In either case the data delivery is unnecessarily delayed. 

One could argue that another alternative to address push service data delivery during congestion may be to reduce the bitrate for such services to a very low rate (e.g. in the core network based on throttling or in the RAN based on e.g. packet marking). However, this would result in many very long lived data transfers (e.g. many concurrent TCP sessions), which is typically a limiting aspect for push platforms. Also, this would keep many UEs in active state for significantly longer times, which on the hand results in unnecessary battery drain but also poses a problem for congested cells as typically the number of connected users that can be supported are limited.
To avoid these drawbacks, it is proposed to enable the network operator to take more control of the retry procedures of push services by providing retry indications to push platforms during congestion events. More specifically it is proposed to enable the PCRF to send a retry timer via Rx to an Application Function (AF). 
The related policy details (which services to defer, which retry values to choose, etc.) are up to operator configuration; however, typical considerations include the following:

Since the Core Network can use subscriber information, it can select the appropriate treatment for a push service for a particular subscriber. This could be to prioritise delivery, even during congestion, because they are a particular class of subscriber.

The Core Network may also have policies that prioritise delivery, even during congestion, for certain push services (e.g. from a specific 3rd party) as a whole, either because they are time-critical, or because there is a business agreement to do so.
While it is clear that any prediction of the length of a congestion event cannot be deterministic, the operator, with much more information at hand, both immediate (e.g. the congestion level) and historical, is best placed to provide a better prediction. Also, as the congestion severity decreases it can shorten the retry timer while ensuring that there is not a flood of new attempts as the network returns to normal.

2.
Proposal
In line with the discussion above, it is proposed to modify TR 23.705 as follows.

* * * First Change * * * *

6.1.6.1.2
High-level operation and procedures
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Figure 6.1.6.1.2-1: Overview of congestion mitigation based on policy decisions.

NOTE 1:
The numbers do not necessarily imply a temporal order.

NOTE 2:
If TDF is deployed, congestion mitigation policies may be provisioned to both PCEF and/or TDF. 
The procedural steps are:

1.
The PCRF provides policies for congestion mitigation to one or more of the following network entities:

a)
to the PCEF (over the Gx interface);
b)
to the TDF (over the Sd interface) ;

c)
to the AF (over the Rx interface);
NOTE 3:
In this Release, only scenario when PCRF and AF are in the same operator’s network is considered.
The policies can be provisioned before RAN user plane congestion occurs or after the PCRF becomes aware of the congestion status (e.g. onset, abatement, level of RAN user plane congestion).  All the existing variants of policy provisioning (predefined and activated/de-activated dynamically and provided dynamically) may be used for congestion mitigation;

NOTE 4:
In case of network configurations without PCRF involvement, the PCEF and/or TDF can enforce static congestion mitigation policies upon receipt of a congestion notification from the RAN. Different policies may be configured for different congestion levels. Static policies usage by the PCEF is defined by the TS 23.401 [8] subclause 4.7.5 and by the TS 23.402 [10] subclause 4.10.4.
Editor's Note: The applicability of static congestion mitigation policies without PCRF involvement need to be evaluated.
2.
The PCRF may also provide – subject to agreement with the AF provider – an indication related to the RAN congestion status to the AF.
Editor's Note: It is FFS whether the indication to the AF consists of a maximum bitrate and/or the RCI and/or other information.
3.
Congestion mitigation is performed in different network entities according to the policy decision by the PCRF:

a/b) The PCEF/TDF can perform bandwidth limitation, prioritization and traffic gating according to the provided policies.
c)
The AF (e.g. an application server or proxy) can directly or indirectly support the congestion mitigation, e.g. by adapting the sending rate, through media transcoding or compression, or by delaying push services.
d)
Based on policies provided by the PCRF, the PCEF/TDF may also perform actions to support  congestion mitigation measures in the RAN, e.g. the policy can control when packet marking (such as e.g. proposed by RAN-based Solutions for RAN user plane congestion management solutions) should be performed.
e) 
The PCRF may limit/reject the authorization of new requests for application flows, based on current procedures. For deferred delivery of service the PCRF may send a re-try interval to the (operator's or third-party's) AF, which indicates when service delivery may be retried. The value of the re-try interval depends on operator policies (e.g. it may vary depending on the congestion level but may also be set taking other criteria into account). The PCRF may send updated re-try intervals, e.g. if the congestion level changes.
NOTE:
The re-try interval is calculated based on the heuristics and it is implementation dependant. Although it cannot accurately predict when the congestion will end, it provides guidance for the AF to re-try at later point of time so as to prevent the further congestion of the radio network.
* * * Second Change * * * *

6.1.6.1.4
Impact on existing entities and interfaces
PCEF/TDF:

-
Support of PCC/ADC Rules extensions, if required, in case of GTP-U based solutions has already been defined in the subclause 6.1.5.1.5.
PCRF:

-
Support the retry interval
AF:
-
Support subscription to and receiving of congestion traffic plane events; and

-
Supports the congestion mitigation directly or indirectly;
-
Support the retry interval 
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