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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope

The present document focuses on 5G communication services targeting the critical medical applications and enabling wireless connectivity between those applications and medical devices. 

Those communication services are often submitted to (but not limited to) very low latency, high reliability, and high availability requirements and may be operated on a shared network infrastructure that also provides resources to other less demanding communication services.
2
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-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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3
Definitions, symbols and abbreviations
Delete from the above heading those words which are not applicable.

Clause numbering depends on applicability and should be renumbered accordingly.

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
Biometric data: personal data resulting from specific technical processing relating to the physical, physiological or behavioural characteristics of a natural person, which allow or confirm the unique identification of that natural person, such as facial images or dactyloscopic data.
NOTE 17: This definition is taken from [24].

Clock synchronicity: the maximum allowed time offset within a synchronisation domain between the master clock and any individual UE clock. 

NOTE 2: Clock synchronicity (or synchronicity) is used as KPI of clock synchronisation services.

NOTE 3: This definition is taken from clause 3.1 in [3].

Clock synchronisation service: the service to align otherwise independent user-specific UE clocks. 

NOTE 1: This definition is taken from clause 3.1 in [3].

Communication service availability: percentage value of the amount of time the end-to-end communication service is delivered according to an agreed QoS, divided by the amount of time the system is expected to deliver the end-to-end service according to the specification in a specific area.

NOTE 4: 
The end point in "end-to-end" is assumed to be the communication service interface.

NOTE 5: 
The communication service is considered unavailable if it does not meet the pertinent QoS requirements. If availability is one of these requirements, the following rule applies: the system is considered unavailable in case an expected message is not received within a specified time, which, at minimum, is the sum of maximum allowed end-to-end latency and survival time.

NOTE 6: 
This definition was taken from clause 3.1 in [11].

Communication service reliability: ability of the communication service to perform as required for a given time interval, under given conditions.

NOTE 7: 
Given conditions would include aspects that affect reliability, such as: mode of operation, stress levels, and environmental conditions.

NOTE 8: 
Reliability may be quantified using appropriate measures such as meantime to failure, or the probability of no failure within a specified period of time.

NOTE 9: 
This definition is based on [3].

Controller: means the natural or legal person, public authority, agency or other body which, alone or jointly with others, determines the purposes and means of the processing of personal data; where the purposes and means of such processing are determined by Union or Member State law, the controller or the specific criteria for its nomination may be provided for by Union or Member State law
NOTE 20: This definition is taken from [24].
Data Subject: an individual, of any nationality and age, who is the subject of the personal data
NOTE 18: This definition is taken from [24].
End-to-end latency: the time that takes to transfer a given piece of information from a source to a destination, measured at the communication service interface, from the moment it is transmitted by the source to the moment it is successfully received at the destination.

NOTE 10: This definition is based on [11].

Genetic data: personal data relating to inherited or acquired genetic characteristics of a natural person which give unique information about the physiology or the health of that natural person and which result, in particular, from an analysis of a biological sample from the natural person in question.
NOTE 16: This definition is taken from [24].

Imaging system latency: the time that takes to generate an image from a source, to apply a certain amount of processing, to transfer it to a destination and then to render the resulting image on a suitable display device, as measured from the moment a specific event happens in the operating field to the moment that very same event is displayed on a screen.

Medical data: personal data related to the physical or mental health of a natural person, including the provision of health care services, which reveal information about his or her health status. 

NOTE 15: This definition is taken from [24].

Non-public network: a network that is intended for non-public use.

NOTE 13: This definition was taken from clause 3.1 in [11].

Personal data: information relating to an identified or identifiable natural person; an identifiable natural person is one who can be identified, directly or indirectly, in particular by reference to an identity such as a name, an identification, location data, an online identifier or to one or more factors specific to the physical, physiological, genetic, mental, economic, cultural or social identity of that natural person
NOTE 14: This definition is taken from [24].
Private slice: a dedicated network slice deployment for the sole use by a specific 3rd party.
NOTE 12: This definition was taken from clause 3.1 in [11].
Processing: obtaining, recording, holding, or carrying out any operation on personal data. It includes organisation or alteration; retrieval or use; disclosure and anonymization, blocking or destruction. Most operations in relation to personal data will constitute processing.
NOTE 19: This definition is taken from [24].
Processor: a natural or legal person, public authority, agency or other body which processes personal data on behalf of the controller
NOTE 21: This definition is taken from [24].
Survival time: the time that an application consuming a communication service may continue without an anticipated message.
NOTE 11: This definition was taken from clause 3.1 in [11].

Teleoperation system latency: the round trip time that takes to generate control commands at a robotic control console, send those commands over a communication service to a target robot, execute the robot’s actuators processes accordingly, sample the new robot system status, transmit that status back over the same communication service and render it to the operator through the control console equipment, measured from the moment the operator performs an action to the moment he can sense the result of that same action.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

Abbreviation format (EW)

<ACRONYM>
<Explanation>
4
Overview

The current average spending in the healthcare sector is around 10% of GDP worldwide, with a $7,200 billion market in 2105 according to the World Health Organization [12]. According to Goldman Sachs [13], $650 billion in savings can be expected by 2025 through a shift in focus from volume-based healthcare to value-based healthcare.

This means that the traditional value chain for the medical device industry, which historically has been driven by innovation and research and development, is currently witnessing a shift in the landscape. As governments and health insurers worldwide implement measures to control costs, public hospitals are operating on tighter budgets, while private facilities are receiving lower reimbursements. In the developed world, decisions that used to be the sole preserve of doctors are now also made by regulators, hospital administrators, and other non-clinicians. This broader set of influencers comes with different objectives, e.g. the prioritization of cost effectiveness or even just costs. 

As an example, the US medical device industry has been working on traditional business models based on innovation where physicians have been the target audience willing to pay for products with incremental improvements. The efficacy and safety of the products have been the most important criteria for their commercial success. But lately, the shift to value-based healthcare has led medical devices companies to move to business models based on providing clinical value with cost efficiency.

Technological progress and better infrastructures, in particular high quality wireless networks, have fed this business model transformation, allowing coordinated therapies, services, and health analytics and enabling efficient outcome measurement solutions. In addition, as depicted in [14], the healthcare industry has moved from the traditional paper-record keeping method to electronic or e-records that has bolstered the demand for wireless communications. 
On this matter, 5G can have an important impact by enabling personalization of healthcare through wirelessly and continuously collecting patient’s monitoring data for processing and centralized storage. In fact, this superior monitoring capability means that 5G can substantially improve the effectiveness of preventive care:

· As 5G facilitates information collection, information transmission and big data analytics, this is one of the essential ingredient helping healthcare provision to change from a “volume-based” model in which providers of health care are compensated for quantity, not quality, to a “value-based” model in which compensation is linked to the value delivered.   

· Additionally, improvements in well-being and quality of life, which are not always captured in conventional economic measurements such as the GDP, play a key role in work force productivity.

Also, 5G enables shifting care location from hospitals to homes and others lower cost facilities which mechanically translates into additional savings. Additionally, another example showing that 5G can enable cost savings required by the medical industry can be found inside hospitals where wireless transmission of low latency data streams improves operating room planning, enable streamlining equipment usage and simplifies operating theater implementation.

Healthcare systems dictate the means by which people and institutions pay for and receive health services. Interactions between industry’s players, driven by who actually pay for healthcare services through which mechanisms, depends on the model that is used. The picture below shows how telco’s can integrate the medical ecosystem in case of the National Health Insurance Model (one of the most widely adopted worldwide):
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Figure 1: National Health Insurance Model
In this technical report we specifically focus on critical medical applications, which is a generic term covering medical devices and applications involved in the delivery of care for patient’s survival. In this context 5G can help healthcare providers that face revenue pressures both to adopt new and more efficient care delivery models and to shift to outpatient services in order to reduce administrative and supply costs.

Use cases generated as part of this study are categorized as follow:

· Use cases covering the delivery of critical care in the context of a hospital or a medical facility where the medical team and the patients are collocated. Those use cases are captured in the “static – local” or “moving – local” sections of this document depending on whether devices or people are moving while the care is delivered. In these use cases, devices and people consume indoor communication services delivered by non-public networks.

· Use cases covering the delivery of critical care where medical specialists and patients are located at different places. This, in particular, covers medical services delivered by first rescuers. Those use cases are captured in the “static-remote” and “moving-remote” sections of this document depending on whether devices or people are moving while the care is delivered. In these use cases, devices and people consume communication services delivered by PLMNs.
5
Use cases
5.1
Introduction

5.2
Static – Local

5.2.1
Description of Modality

5.2.1.1
Overview
Use cases under this modality take place e.g. into hybrid operating rooms. Hybrid operating rooms (OR) are in general equipped with advanced imaging systems such as e.g. fixed C-arms (x-ray generator and intensifiers), CT scans (Computer Tomography) and MRI scans (Magnetic Resonance Imaging). The whole idea is that advanced imaging enables minimally-invasive surgery that is intended to be less traumatic for the patient as it minimizes incisions and allows to perform surgery procedure through one or several small cuts. This is as an example useful for cardio-vascular surgery or neurosurgery to place deep brain stimulation electrodes.
Due to its many benefits for the patients, image guided surgery is now the main stream for many specialties from cardiology to gastroenterology or ophthalmology. This is the underlying force for a very dynamic market predicted to reach $4,163 million by 2025 and experiencing a sustained growth of 11.2% from 2018 to 2025 (see [6]).
But, as of now, a lack of real interfaces between technologies and devices inside operating rooms is putting progress at risk. In fact, devices and software must be able to work together to create a truly digitally integrated system in the operating room. Multiple vendors are proposing integrated OR proprietary solutions but they are often limited to their particular standpoint, depending on the category of equipment they usually provide: OR tables and lighting providers, anesthesia and monitoring equipment, endoscopes or microscopes, medical imaging (X-Ray, ultrasounds), video monitors and streaming. No category dominates others with the capacity to impose a particular solution that could be adopted by all. This roadblock to full digitalization is addressed by standards like e.g. DICOM supplement 202: RTV which leverages on SMPTE (ST 2110 family of standards) to enable the deployment of equipment in a distributed way. The intention is to connect various video or multi-frame sources to various destinations, through a standard IP switch, instead of using a proprietary video switch. This is shown on the figure below (see [2]):
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Figure 5.2.1.1-1: Overview diagram of an Operating Room (O.R.)

Carriage of audio-visual signals in their digital form has historically been achieved using coaxial cables that interconnect equipment through Serial Digital Interface (SDI) ports. The SDI technology provides a reliable transport method to carry a multiplex of video, audio and metadata with strict timing relationships but as new image formats such as UHD get introduced, the corresponding SDI bit-rates increases way beyond 10Gb/s and the cost of equipment that need to be used at different points in a video system to embed, de-embed, process, condition, distribute, etc. the SDI signals becomes a major concern. The emergence of professional video over IP solutions, enabling high quality and very low latency performance, now calls for a reengineering of ORs, usually a long and costly process but that can be accelerated thanks to the adoption of wireless communications whose flexibility also reduces installation costs.
Witnessing the increasing interest of health industry actor in wireless technologies, [8] predicts that the global wireless health market is projected to grow from $39 Billion in 2015 to $110 Billion by 2020. More specifically, [7] points out the increasingly prevalence of wireless technology in hospital which has led to the vision of the connected hospital, a fully integrated hospital where caregivers use wireless medical equipment to provide the best quality of care to patients and automatically feed Electronic Health Records (EHR) systems. As a natural evolution, for wireless technologies that can cope with hospitals’ difficult RF environment and can provide needed security warranties, it is expected that they can be a promising opportunity enabling surgeons to benefit from advanced imaging/control systems directly in operating rooms while still keeping the flexibility of wireless connectivity. In practice, one can also expect the following benefits from going wireless in O.R.:

· Equipment sharing between operating rooms in the same hospital which makes procedures planning easier and allows hospitals to deploy an efficient resource optimization strategy,
· On-demand addition of complementary imaging equipment in case of incident during a surgery procedure which eventually leads to better care provided to patients,

· Suppression of a range of cables connecting a multitude of medical devices, constituting as many obstacles, that makes the job of a surgical team easier and reduces the infection risk.

In addition, hybrid O.R. trend makes operating rooms increasingly congested and complex with a multitude (up to 100) of medical devices and monitors from different vendors. In addition to surgical tables, surgical lighting, and room lighting positioned throughout the OR, multiple surgical displays, communication system monitors, camera systems, image capturing devices, and medical printers are all quickly becoming associated with a modern OR. Installing a hybrid O.R. represents therefore a significant cost, not only coming from the advanced imaging systems themselves, but also from the complex cabling infrastructure and the multiple translation systems that are needed to make all those proprietary devices communicating together. Enabling wireless connectivity in O.R. simplifies the underlying infrastructure, helps streamlining the whole setup and reducing associated installation costs.

5.2.1.2
Synchronization aspects
As a general principle, since images and metadata are transported on a packet switched based network and are generated by different sources, sources and video receivers shall be finely synchronized on the same clock synchronisation service. This synchronization is often achieved through dedicated protocols such as e.g. PTP version 2 offering sub-microsecond clock accuracy.

Note that during surgery procedures, surgeons sometimes need to switch between different medical image sources on the same monitor. A smooth image transition at source switching involves line level synchronization and translates into < 1µs clock synchronicity accuracy.

Table 5.2.1.2-1: Clock synchronisation service level requirements
	Reference number
	Requirement text
	Application / transport
	Comment

	5.6.1
	The 5G system shall support a mechanism to process and transmit IEEE1588v2 / Precision Time Protocol messages to support 3rd-party applications which use this protocol.
	T
	See 3GPP TS 22.104

	5.6.1
	The 5G system shall support a mechanism to synchronize the user-specific time clock of UEs with a working clock.
	T
	See 3GPP TS 22.104

	5.6.1
	The working clock domains shall provide time synchronization with precision of ≤ 1 µs.
	T
	See 3GPP TS 22.104

	5.6.1
	The 5G system shall provide an interface to the 5G sync domain which can be used by applications to derive their working clock domain or global time domain (Reference Clock Model).
	T
	See 3GPP TS 22.104


Table 5.2.1.2-2: Clock Synchronization service performance requirements

	Reference number
	Number of devices in one Communication group for clock synchronisation
	Clock synchronicity requirement
	Service area 
	Comment

	5.6.2 – row 1
	Up to 10 UEs
	< 1 µs
	≤ 50 m x 50 m
	See 3GPP TS 22.104


Note that clock accuracy requirements defined here applies to all use cases defined in this modality unless specifically stated.

5.2.1.3
Latency aspects

5.2.1.3.1
Imaging Systems
As far as medical images are real-time processed by applications to deliver results/information dedicated to ease or even guide the surgical gesture, tight latency constraints apply here and often mandate those applications to be hosted by hospital IT facilities at a short network distance from the operating room. 

In case of a medical procedure also involving human beings, the round trip delay constraint is generally calculated based on the following formulae: 

Round trip delay = Imaging System Latency + Human Reaction Time
Where, 

Imaging System Latency = Image generation + end-to-end latency + Application Processing + Image Display

This principle is depicted on the figure below:
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Figure 5.2.1.3-1: Imaging System Latency for medical image transmission and display

With, 
T1 = Time for image generation,

T2 = T4 = Time Delay through 5G Network, defined as the end-to-end latency
T3 = Application processing time,

T5 = Time for image display,

And Imaging System Latency = T1 + T2 + T3 + T4 + T5

The Imaging System Latency impairs the achievable precision at a given gesture speed and is defined based on the fact that surgeons often feel comfortable with a latency that gives 0.5cm precision at 30cm/s hand speed (a better precision implying slower hand movements). This translates into an Imaging System Latency from the image generation to their display on a monitor being around 16ms for procedures on a static organ where the only moving object is the surgeon’s hand. As one can see, this figure is not calculated going through a rational process but instead depends on the surgeon perception as to whether the equipment introduces delays he can cope with or not. If the organ or body part targeted by an operation is not static (for instances a beating heart) then the Imaging System Latency shall be reduced further to achieve robust enough gesture precision.

Breaking down further Imaging System Latency is needed in order to derive sub-contributions from equipment on the data path: 

· Latency introduced by images generation and display generally comes from synchronisation issues, this is to say the availability of data versus the next clock front. In a first approach, one can consider that this latency is in the order of the time interval between two successive images and is equally distributed between generation and display. If we consider 120fps, latency contribution for generation plus display would be 8ms.

· In a first approximation, as applications may take up quite heavy processing, especially when Augmented Reality is involved, it looks like a safe bet to set the end-to-end latency much lower than the application latency and one considers a distribution of 25/75%. Under the same assumption as before (120fps), this leaves a budget of 2ms for the transport of packets through 5G System and 6ms for application processing.

The rational described above will be used in the use cases defined as part of this modality.

Finally, humans beings’ median reaction time to visual events is in the 200ms ballpark and adds to the imaging system latency estimated above. So the round trip delay may be rather high but is compensated by surgeons slowing down their movements as necessary.

5.2.1.3.2
Teleoperation Systems

The whole tele-operated system, including the human operator and the environment constitutes a closed loop system whose performance is a matter of transparency and stability. Transparency relates to the ’degree of invisibility’ of the robotic system, where if perfectly transparent, the operator senses as if he is directly operating the patient. In the context of tele-surgery high transparency leads to marginally stable systems and high stability leads to poor transparency, so performance of the system is a compromise between stability and transparency and the performance is thus limited by the stability. Several master-slave control schemes are developed to deal with those challenges in a tele-operation system, as explained hereafter:

· Position Position Control: This is the simplest one, the only information exchanged between the control console and the robot is the position of surgeon’s hands and of the instruments and forces are estimated based on position’s errors.
· Force Position Control: This one is more intuitive as real forces resulting from the contact between instruments and the environment are measured thanks to force sensors and sent back to the control console after filtering.
· 4 Channel Control: This one utilizes both forces and position at both surgeon and robot side which improves stability and performances but at the price of added complexity and cost. We will assume that scheme in this document.

A typical robotic system setup is depicted on the figure below:
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Figure 2: Robotic System Setup
In the direction from the console to the robot:

· T1 = Time for commands generation,

· T2 = End-to-end latency from the console to the medical application located at network edge,

· T3 = Application processing time. In this case, there might be a 3D patient body pre-operative model at work that prevents instruments to enter into certain critical pre-defined zones.

· T4 = End-to-end latency from the medical application located at the network edge to the robot,

· T5 = Time to render control commands into real instruments movements,

In the direction from the robot to the console:

· T6 = Time for instrument control feedback (effort, velocity, position) and/or image generation,

· T7 = End-to-end latency from the robot to the medical application located at network edge,

· T8 = Application processing time. It may correspond to image processing delays or to haptic feedback generation based on instrument location, velocity, effort measurements data issued by surgical instruments and 3D pre-operative patient body model.

· T9 = End-to-end latency from the medical application located at the network edge to the console,

· T10 = Time to render haptic and visual feedback through the surgeon console.
The overall teleoperation system latency is therefore defined as T1 + T2 + T3 + T4 + T5 + T6 + T7 + T8 + T9 + T10.
Studies conducted on state of the art robotic surgery systems (see [9]) allow to derive the following findings:

· The maximum tolerable teleoperation system latency, up to which surgeons can still improve their performance through repeating the same simple task over and over again has been found to be around 300 ms. However, the effective latency is distinctly noticeable during the course of the operative procedures and can only be compensated by a slowing of movements and by operations of type move-pause-move-pause.

· Longer latencies extend the operating time especially in case of complex surgery procedures such as laparoscopic kidney transplant, which is, technically speaking, an operation deemed as very demanding.
Depending on the skills of individual surgeons, on the complexity of the procedure that is tele-operated, on the importance to complete the surgery in a limited time, and depending on whether a short or no learning curve is mandated (to make the technology accessible to less experienced surgeons) much more stringent requirements for the teleoperation system latency may be appropriate. 

Breakdown of the different delays when going through all the sub-systems constituting the robotic system is a very complex issue and depends heavily on the different technologies implemented for those sub-systems. However, progress in actuators and sensors seems to be pointing to (T1 + T5) = (T6 + T10) being below 10 ms and we can apply same rule as in section 5.2.1.3.1 for the breakdown of the remaining time budget between transport time and application processing time: 25%/75%.

In this document latencies are evaluated according to the accepted error in the perception of surgical instruments’ position that is introduced at a given hand speed. Then, considering that robotic systems can scale surgeons hand speed down to a 3:1 ratio, this allows to derive an overall outer control loop teleoperation system latency of 50 ms using principles and error targets explained in section 5.2.1.3.1. This leaves us therefore with roughly 2 ms end-to-end latency constraint on each of the four radio links involved in the robotic sub-systems connectivity.

Also, note that surgeons may be able to adapt to the overall teleoperation system latency through training under a constant delay. However, it is challenging to conduct telesurgery with variable latency.
5.2.2
Duplicating Video on additional monitors
5.2.2.1
Description

In the context of image guided surgery, two operators are directly contributing to the procedure:

· A surgeon performing the operation itself, using relevant instruments;

· An assistant controlling the imaging system (e.g., laparoscope).

In some situations, both operators prefer not to stand at the same side of the patient. And because the control image has to be in front of each operator, two monitors are required, a primary one, directly connected to the imaging system, and the second one being on the other side. The picture below gives an example of work zones inside an operating room for reference:
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Figure 5.2.2.1-1: Example of operating work zones

As shown on  REF _Ref527828512 \h 
Figure 5.2.2.1-1, additional operators (e.g., surgery nurse) may also have to see what is happening in order to anticipate actions (e.g., providing instrument).

The live video image has to be transferred on additional monitors with a minimal latency, without modifying the image itself (resolution…). The latency between the monitors should be compatible with collaborative activity on surgery where the surgeon is for example operating based on the second monitor and the assistant is controlling the endoscope based on the primary monitor. All equipment are synchronized thanks to the Grand Master common clock. 
It is expected that some scopes will produce 8K uncompressed video, with the perspective to support also HDR (High Dynamic Range) for larger colour gamut management (up to 10 bits per channel) as well as HFR (High Frame Rate), i.e.; up to 120 Hz.
The acceptable end-to-end latency is calculated based on considerations explained in section 5.2.1.3 and breaks down into 1ms on the path from the laparoscope to the application and 1ms on the path from the application to the monitors.

Estimation of targeted communication service availability is based on the probability of successful transmission of images within latency constraints discussed above. Considering that any late received image translates immediately into a wrong estimated distance and may result in serious injury to the patient, we want this event to not happen during at least the duration of a procedure, e.g. twelve hours. Note that in this use case, a total of 240 images per second are exchanged over the 5G communication service (120 images per second in each direction).
5.2.2.2
Pre-conditions

The patient is lying on the operating table and the surgery team is ready to start the procedure. Each needed equipment (laparoscope, monitors …) is:

· Powered up,

· Subscribed to 5G-LAN type services deployed by the hospital IT infrastructure manager,

· Configured on which private groups they shall use to communicate with each other,

· Attached to the non-public 5G network covering the operating room.

In addition, the monitors are subscribed to a URLLC point-to-multipoint communication service dedicated to transport high data rate downlink video streams.

The application that handles the video stream generated by the laparoscope is up and running and instantiated on private IT resources inside the hospital at a short network distance from the operating room.
5.2.2.3
Service Flows

The surgeon performs small incisions in the patient’s abdominal wall to insert a laparoscope equipped with a small video camera and a cold light source. Other small diameter instruments (grasper and scissors) are introduced in order to take a sample of tissue from one of the patient’s organ and the patient abdomen is insufflated with carbon dioxide gas.

1) As the laparoscope progresses into the patient’s abdomen, 8K video stream is generated by the camera and sent out through a URLLC 5G communication service to a medical application instantiated at network edge.
2) The application distributes the video stream generated by the laparoscope to the authorized devices (video monitors) through the broadcast URLLC 5G communication service.
5.2.2.4
Post-conditions

Images are displayed by each monitor without any noticeable delay and allow the surgery team to cooperate efficiently during the whole procedure.
5.2.2.5
Existing features partly or fully covering the use case functionality
	Reference number
	Requirement text
	Application / transport
	Comment

	6.24
	Set of requirements related to the management of 5G LAN-type services and to the transport of Ethernet frames between UEs belonging to the same 5G-LAN-type service.
	T
	See 3GPP TS 22.261




5.2.2.6
Potential New Requirements needed to support the use case
	Reference number
	Requirement text
	Application / transport
	Comment

	5.2.2.6-1
	The 5G system shall support uplink unicast transmission of one uncompressed 8K (7680x4320 pixels) 120Hz HDR 10bits real-time video stream.
	T
	

	5.2.2.6-2
	The 5G system shall support spectrum efficient distribution of one uncompressed 8K (7680x4320 pixels) 120Hz HDR 10bits real-time video stream to up to 10 display monitors over an area of up to 100 square meters.
	T
	

	5.2.2.6-3
	The 5G system shall support a maximum latency of 1ms for uplink packets (i.e., packet from source to the application) transported over a point to point service.
Editor’s Note: This requirement needs to include the area over which the 1ms latency applies.
	T
	Imaging system latency of up to 16ms which translates in 5mm precision at 30cm/s hand speed (see section 5.2.1.3.1)

	5.2.2.6-4
	The 5G system shall support a maximum latency of 1ms for downlink packets (i.e., packet from the application to final destination in the same cell) transported over a point-to-multipoint service
Editor’s Note: This requirement needs to include the area over which the 1ms latency applies.
	T
	

	5.2.2.6-5
	The 5G system shall support a very high communication service availability > 99,99999% for end to end transmission of medical images in both uplink and downlink directions.
Editor’s Note: A KPI for service availability without additional context (e.g., latency, #of UEs, service area, survival time) does not provide sufficient context for downstream groups.
	T
	


5.2.3
Augmented Reality Assisted Surgery
5.2.3.1
Description

Image guided surgery is gradually becoming mainstream. Currently, surgeons can plan a procedure based on the 3D display of patient anatomy reconstructed from MR (Magnetic Resonance) or CT (Computer Tomography) scans. And in the near future, real-time medical imaging (3D ultrasound typically) can also be used as a live reference. Display devices such as e.g. head mounted display, monitors will be used to show real-time images merging the main video stream (endoscopy, overhead, microscopy…) with the live reference medical imaging. 

Metadata associated with the video can be updated at the frame rate (e.g., 3D position of probes). Only the method for conveying the multiple synchronized video/multi-frame sources along with their parameters (that may change at every frame) is specified in the present technical report. Mechanisms used for generating augmented reality views or to detect and to follow 3D position of devices are not addressed in this use case.

One of the most challenging use case for augmented reality assisted surgery is related to minimally invasive heart procedures where surgeons don’t cut the breast bone but operate between the ribs. In fact, the heart is a moving organ with at rest, a cardiac cycle that lasts about 800ms (75 beats per minute) and is divided into two phases: diastole (about 60% of the cardiac cycle) and systole (40% of the cardiac cycle). Heart contraction itself involves a deformation of up to 25% of its total size (between 14cm and 16cm) and lasts around 200ms. This implies that the walls of the heart move at a speed of up to 20cm/s. 

In this use case, we examine a procedure called Coronary Artery Bypass Graft (CABG) which is a surgical procedure in which one or more blocked coronary arteries are bypassed by a blood vessel graft, usually taken from patient’s arms or legs, to restore normal blood flow to the heart.




Figure 5.2.3.1-1: Illustration of a CABG Procedure

Sometimes, the left anterior descending (LAD) coronary is obstructed and requires coronary bypass surgery. However, it takes a deep intra-myocardial course and may be difficult to locate in the case of a thick epicardial adipose tissue or epicardial scar tissue. 

There are two basic ways of performing CABG: on-pump CABG and off pump CABG. In the on-pump case, the heart is temporarily stopped and blood flow is diverted using a heart-lung bypass machine. In the off-pump case, the area around the blocked coronary artery is stabilized using pods while the surgeon grafts the blood vessel on the pumping heart. Off-pump CABG is relatively a newer procedure to on-pump CABG and was shown to reduce postoperative complications associated with the use of cardiopulmonary bypass such as generalized systemic inflammatory response, cerebral dysfunction, myocardial depression, and hemodynamic instability. 

Stabilizing pods used during the procedure help to reduce the amplitude (and thereby the speed) of heart’s movements at the place of the anastomosis. Thus, a safe assessment leads here to consider a relative speed (surgeon’s hand and heart walls) of 3.5cm per second. Thus limiting the error for the relative position of instruments and moving tissues to 0.5mm on the display monitors sets a maximum acceptable imaging system latency (including image generation, transmission, processing and display) of 14 ms. Considering 120Hz frame rate and principles set forth in section 5.2.1.3, the resulting cumulated end to end latency requirement falls around 1.5 ms. To guarantee correct recombination of the two data streams in a single and accurate A/R image by the A/R application, medical images are synchronised together thanks to local clocks stabilized on the grand master clock with a very tight accuracy.

Due to computation challenges at the A/R application, it is expected that the scope will produce 4K uncompressed video, with the perspective to support also HDR (High Dynamic Range) for larger colour gamut management (up to 10 bits per channel) as well as HFR (High Frame Rate), i.e.; at least 120 Hz to be able to track instruments and heart relative movements with enough precision.
In addition, the 3D ultra-sound probe operating in dual mode (B-mode + Colour Flow Mode), will produce a 2Hz stream of 3D object data of 500 x 500 x 10 voxels each encoded with 24 bits in order to add stiffness of soft tissues or Doppler information to the image. Augmented information is updated at the rate of 2Hz on a sub-region of the main anatomical image.

Accurate recombination by the A/R application of images issued from both the laparoscope and the ultra-sound probe requires very precise location of the instruments inside the patient’s body through a mechanism that is out of 5G system scope. However, location data shall be timestamped with same accuracy and made available at the A/R application at least at the same rate as the images. 

Typical CABG duration is two to four hours, this allows us to estimate targeted communication service availability figure for the successful transmission of images within latency constraints discussed above. In fact, considering that any late received image translates immediately into a wrong estimated distance and may result in serious injury to the patient, we want this event to not happen during at least the duration of the procedure, a safe margin would be to consider ten hours of correctness in a row. Note that in this use case, a total of 240 images per second are exchanged over 5G communication service (120 images per second in each direction). 
5.2.3.2
Pre-conditions

A patient is suffering from coronary artery disease and underwent a heart attack few hours ago. After being injected a clot-dissolving agent to restore blood flow in the blocked coronary artery he has been admitted to the hospital emergency room for a closed thorax coronary bypass surgery. 

The patient under anaesthesia is on the operating table and the surgery team is ready to start the procedure. Each needed equipment (laparoscope, ultra-sound probe, monitors …) is:

· Powered up,

· Subscribed to 5G-LAN type services deployed by the hospital IT infrastructure manager,

· Configured on which private groups they shall use to communicate with each other,

· Attached to the non-public 5G network covering the operating room.

In addition, the monitors are subscribed to a URLLC point-to-multipoint communication service dedicated to transport high data rate downlink video streams.

The augmented reality application that handles the video streams generated by the laparoscope and the ultrasound probe is up and running and instantiated on private IT resources inside the hospital at a short network distance from the operating room. 
5.2.3.3
Service Flows

1) The surgeon takes a blood vessel graft, usually from patient’s arms or legs 

2) Small incisions are performed in the patient’s chest in order to insert a laparoscope equipped with a small video camera and a cold light source, and the ultra-sound mini-probe. Other small diameter instruments (grasper and scissors) and the cardiac stabilizer pods used for off-pump surgery are then introduced.
3) The application processes 4K images received from the laparoscope and the 3D representations issued by the ultrasound mini-probe to help the surgeon to determine the location of the left anterior descending (LAD) coronary and to visualize plaque and calcifications which may hamper coronary anastomosis suturing. Such processing requires both streams to be finely synchronized.
4) Since the heart is still beating during the procedure, all video streams have to be transferred to the application and from the application to the monitors with ultra-low latency to avoid perforating healthy heart tissue.
5) The surgeon performs the graft procedure by sewing one end of a section of the harvested blood vessel over a tiny opening made in the aorta and the other end over a tiny opening made in the blocked coronary vessel.
5.2.3.4
Post-conditions

The procedure fully succeeded and the patient recovered in the hospital in a couple of days, including some time in the intensive care unit. The patient resumed his normal activities about three to four weeks after the bypass surgery and statistically show less post-operation complications than in classical procedure.

5.2.3.5
Existing features partly or fully covering the use case functionality
	Reference number
	Requirement text
	Application / transport
	Comment

	6.24
	Set of requirements related to the management of 5G LAN-type services and to the transport of Ethernet frames between UEs belonging to the same 5G-LAN-type service.
	T
	See 3GPP TS 22.261




5.2.3.6
Potential New Requirements needed to support the use case
	Reference number
	Requirement text
	Application / transport
	Comment

	5.2.3.6-1
	The 5G system shall support simultaneous uplink unicast transmission of one uncompressed 4K (3840x2160 pixels) HDR 10bits 120 Hz real-time video stream and one uplink unicast data stream of 120Mbps.

Editor’s Note:  Is this to a single destination from a single source? UE to UE/GW/gNB/application server? Are these simultaneous streams to be paired or are they independent?  More context is needed to make this a useful requirement.
	T
	

	5.2.3.6-2
	The 5G system shall support spectrum efficient distribution of one uncompressed 4K (3840x2160 pixels) HDR 10bits 120Hz real-time video stream to up to 10 display monitors over an area of up to 100 square meters.
	T
	

	5.2.3.6-3
	The 5G system shall support a maximum latency of [750 µs] for packets from source to the application transported over point to point service.
Editor’s Note: This requirement needs to include the area over which the 1.5ms latency applies.
	T
	

	5.2.3.6-4
	The 5G system shall support a maximum latency of [750 µs] for packets from the application to display monitors transported over a point-to-multipoint service.
Editor’s Note: This requirement needs to include the area over which the 1.5ms latency applies.
	T
	

	5.2.3.6-5
	The 5G system shall support a very high communication service availability > 99.99999% for video & uplink data streams.
Editor’s Note: A KPI for service availability without additional context (e.g., latency, #of UEs, service area, survival time) does not provide sufficient context for downstream groups.
	T
	


5.2.4
Robotic Aided Surgery
5.2.4.1
Description
5.2.4.1.1
General
Robotic aided surgery is particularly suitable to invasive surgical procedures that require delicate tissue manipulation and access to areas with difficult exposure. It is achieved through complex systems that translate the surgeon’s hand movements into smaller, precise movements of tiny instruments that can generally bend and rotate far more than a human hand is capable of doing inside the patient’s body. In addition, those systems are usually able to filter out hand tremor and therefore allow more consistent outcomes for existing procedures, and more importantly the development of new procedures currently made impractical by the accuracy limits of unaided manipulation. 

For example in abdominal surgery, surgeon’s movements are guided by a specific instrument called a laparoscope which is a thin tube with a tiny camera and light at the end that provides in some cases a 3D view of the patient’s body internals by sending potentially stereoscopic images to a suitable 3D rendering system at the control console and to 2D video monitors in the operating room. 
In order to further improve precision, shorten learning curve and prevent extended operating times, surgeons need to get their human sense of touch back. For that purpose, the control console is fed with haptic feedback generated by the instruments to render the exact applied forces and tissue deflections resulting from the surgical procedure. In this context, the system creates a virtual operative space that mimics the feel of open surgery with artificial haptic forces related to the zones to avoid (veins, fragile tissues) or the target to reach where the zones to avoid have been defined during pre-operative 3D reconstruction of the patient body and fed to the robot.
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Figure 3: Example of a surgery aiding robotic system
Typical surgery robotic systems can have around 40 actuators and the same number of sensors which allow to compute the data rate requires in each direction in order to execute a given movement. 

Human sensitivity of touch is very high, tactile sensing has about 400 Hz bandwidth, where bandwidth refers to the frequency of which the stimuli can be sensed. This is why in general haptic feedback systems operate at frequencies around 1000 Hz. This rate naturally applies to the update of all information used in the generation of the haptic feedback, e.g. instruments velocity, position … Therefore, the robot control process involves:

· The surgeon console periodically sending a set of points to actuators in 50 bytes messages

· Actuators executing a given process 

· Sensors sampling velocity, forces, positions, … at the very same time and returning that information to the surgeon console, in 50 bytes messages at the rate of 1 kHz
As opposed to machine to machine communication, robotic aided surgery implies there is a human being in the middle of the control loop, which means that the console do not autonomously generate new commands based on the system state collected in the previous 1 kHz cycle but based on surgeon’s hand movement.
In order to improved surgeon’s spatial perception, it is expected that the endoscope can produce 8K stereoscopic uncompressed video, supports also HDR (High Dynamic Range) for larger colour gamut management (up to 10 bits per channel) as well as HFR (High Frame Rate), i.e.; up to 120 Hz.
Of course, all messages exchanged have to be properly secured (especially in terms of data integrity and authenticity) and the probability of two consecutive packet errors shall be negligible.
The endoscope, the displays, the monitoring equipment and the robot’s sensors shall be synchronised on the same clock synchronisation service with a clock synchronicity in the order of 1µs to enable offline replay of the whole procedure. In particular, all sensors shall sample the system state at the same exact time and send it back to the control console in order to allow for a consistent haptic feedback generation.

5.2.4.1.2
Use case
One use case where robotic aided surgery proved to be highly beneficial is Robotic Aided Kidney Transplant (RAKT) for obese recipients (see [15] and [16]). In general, transplant surgery in obese recipients is technically very demanding and require larger right lower quadrant incision, often associated to more wound related morbidity in terms of surgical site infections (SSI), more pain, longer convalescence and postoperative recovery, which explains why obese patients are frequently denied access to transplantation. But epidemiological data indicate that 20–50% of patients on dialysis for end-stage renal disease (ESRD) are obese, advocating for minimally invasive surgery as opposed to open surgery. Unfortunately, conventional minimally invasive surgery using laparoscopic instruments manipulated by a surgeon is not suitable for the safe execution of a kidney transplant in morbidly obese patients due to the high complexity of the procedure. In fact, current laparoscopic cameras present only a two-dimensional view and laparoscopic instruments have a limited degree of freedom which results in loss of depth perception, lower natural hand-eye coordination and dexterity. On the other hand, robotic surgery provides a three-dimensional view and utilizes articulated instruments, which allows the surgeon to work with greater ease, with more intuitive movements during the execution of complex procedures. 

In a series of RAKT performed in obese patients between June 2009 and December 2011 (see [16]), 0% developed surgical site wound infection versus 28,6% patients in a control group that underwent an open kidney transplant procedure.

There are concerns that are usually raised related to robotic surgery:

· Learning curve which leads to few experienced surgeons

· Procedure duration impacting return on investment for hospitals and potentially affecting patient status after surgery

· Medical costs that are significantly higher for the robotic surgical technique compared to the open technique
In our use-case, the higher costs have to be balanced against the cost of keeping obese renal failure patients on dialysis, which is quite expansive as well.

As to the point related to procedure duration, the question is indeed whether surgeons are able to complete the procedure with same or equivalent duration as an open surgery, so as to keep the warm ischemia time (time a tissue remains at body or ambient temperature after blood supply has been interrupted), which is one of the main reason for graft failure, as low as possible. Therefore, with the idea that the whole transplant procedure shall be completed in the shortest possible time, requirements on latencies introduced by the teleoperation system, that are discussed in section 5.2.1.3.2, need to be considered here so that surgeons can make more natural movements, do not slow down their hand speed and do not make pauses every now and then. 

Typical RAKT duration is close to four hours, this allows us to estimate targeted communication service availability figure for the successful transmission of images within latency constraints discussed above. In fact, considering that any late received image translates immediately into a wrong estimated distance and may result in serious injury to the patient, we want this event to not happen during at least the duration of the procedure, a safe margin would be to consider five hours of correctness in a row. Note that in this use case, a total of 240 images per second are exchanged over 5G communication service (120 images per second in each direction). 

In addition, same requirements in terms of reliability as set in [3] section 5.3.2.1, on motion control errors apply here. That is to say that having two consecutive errors in any direction shall be negligible as it may result in incorrect commands sent the actuators, and, in addition to represent a serious risk of injury for the patient, may damage the system. Considering that the probability of having two consecutive errors shall be p2 < (1000 messages x 2 directions x 2 radio segments x 3600 seconds x 5 hours) – 1 = 1.39 x 10-8, this gives a suitable p = 0.0001 for the message error rate.
5.2.4.2
Pre-conditions

Jack is an obese patient with a Body Mass Index (BMI) above 40kg/m2 and suffers from End Stage Renal Disease (ESRD) and from diabetes and hypertension. As Higher BMIs in kidney transplant recipients are associated with excess risk of surgical site infections (SSIs), and negatively impact graft survival, Jack has been denied access to kidney transplant operation and need to undergo frequent and regular dialysis for now 5 years. The 5-year mortality rate for diabetic and hypertensive dialysis patient is unfortunately very high (around 70%) which makes Jack situation critical.

The main hospital close to Jack’s residence has develop a new, minimally invasive, robotic kidney transplantation method using a short midline epigastric incision that avoids any incision in the infection prone lower quadrants of the abdomen. A left kidney is procured from a 47-year-old Caucasian male, who died from a cerebrovascular accident. Subsequently, the hospital contacted Jack to propose him undergoing a RAKT.

Now Jack, is under anaesthesia on the operating table and the surgery team is ready to start the procedure. Each needed equipment (robot, control console, monitors …) is:

· Powered up,

· Subscribed to 5G-LAN type services deployed by the hospital IT infrastructure manager,

· Configured on which private groups they shall use to communicate with each other,

· Attached to the non-public 5G network covering the operating room.

In addition, the monitors are subscribed to a URLLC point-to-multipoint communication service dedicated to transport high data rate downlink video streams.

The application that handles the video streams generated by the laparoscope, runs the 3D patient body’s model, sends control information to the robot, generates haptic feedback to the surgeon is up and running and instantiated on private IT resources inside the hospital at a short network distance from the operating room. 
5.2.4.3
Service Flows

1) The surgeon positions at the console and the co-surgeon positions at the bedside and a 7cm periumbilical incision is made in order to insert a hand access device that will maintain peritoneal gas pressure while allowing for introduction of the graft.

2) Subsequently, four additional trocars are inserted for the right and left hand side robotic arms, the scope and the assistant.

3) After exposure of external iliac artery and vein, the right external iliac vein is clamped using plastic bulldogs, and the venotomy is made with the robotic Potts scissors at the site where the renal vein of the new kidney is to be sewn. 
4) The graft is brought into the operative field through the midline incision and placed in the right lower quadrant. The renal vein attached to the new kidney is anastomosed in a continuous manner, end-to-side to the right external iliac vein.

5) Next, the right external iliac artery is clamped with plastic bulldogs. A circular arteriotomy is made and the renal artery is anastomosed end-to-side to the right external iliac artery. 

6) After the anastomoses are tested and show no leak, the new kidney is re-vascularized (the plastic bulldogs are removed).

7) Last, the bladder is distended with saline and methylene blue and then dissected through the muscle layer in order to anastomose the ureter from the new kidney with the bladder.

During the operation, the surgeon at his console sends commands through his hands and feet movements to the robot over the 5G non-public network covering the operating room and receives both 3-dimensional images and haptic feedback from the robot. The critical medical application instantiated at network edge provides tactile guidance by constraining where the instruments (scalpel, etc.) can go. The surgeon is  free  to  move  inside  the  incisions,  but each time he’s going to the wrong place it feels like he’s hitting a piece of glass or a constraint. The haptic feedback also allows to apply more consistent tension to suture material during robotic knot tying. 

5.2.4.4
Post-conditions

Thanks to the original robotic technique, the procedure fully succeeded and yielded low complications, rapid recovery, low pain and excellent graft function. The patient recovered in the hospital in 5 days, showing no graft rejection signs. He resumed a normal life without dialysis about three to four weeks after the transplant surgery and is submitted to regular follow-up exactly like patients with lower BMI. 
5.2.4.5
Existing features partly or fully covering the use case functionality
	Reference number
	Requirement text
	Application / transport
	Comment

	6.26
	Set of requirements related to the management of 5G LAN-VN, including those related to the privacy of communications between UEs belonging to the same 5G LAN-VN
	T
	See 3GPP TS 22.261



	Factories of the Future 2.4
	The 5G system shall support a very high synchronicity between a communication group of 50 UEs to 100 UEs in the order of 1 µs or below.
	T
	See 3GPP TS 22.804

Editor’s note: Refer to TS22.104 and extract proper synchronisation requirements

	Factories of the Future 2.5
	The 5G system shall support data integrity protection and message authentication, even for communication services with ultra-low latency and ultra-high reliability requirements
	T
	See 3GPP TS 22.804

Editor’s note: Refer to TS22.104 instead

	6.1.2.2
	The 5G system shall enable the network operator to define a priority order between different network slices in case multiple network slices compete for resources on the same network.
	T
	See 3GPP TS 22.261

Packets transporting haptic feedback and robot control shall be assigned the highest priority


5.2.4.6
Potential New Requirements needed to support the use case
	Reference number
	Requirement text
	Application / transport
	Comment

	5.2.4.6-1
	The 5G system shall support uplink unicast transmission of two uncompressed 8K (7680x4320 pixels) 120Hz HDR 10bits real-time video stream, with a maximum end-to-end latency of [2 ms] for packets from the stereoscopic endoscope to the application and [2 ms] from the application to the control console visual rendering system.
	T
	

	5.2.4.6-2
	The 5G system shall support spectrum efficient distribution of one uncompressed 8K (7680x4320 pixels) HDR 10bits 120Hz real-time video stream to up to 10 display monitors over an area of up to 100 square meters, with a maximum end-to-end latency of [2 ms] for packets from the application to display monitors transported over a point-to-multipoint service.
	T
	

	5.2.4.6-3
	The 5G system shall support bi-directional traffic over 2 radio paths for a payload size of 50 bytes and 40 UEs, resulting in a 16Mbps data stream in both uplink and downlink directions with a maximum end-to-end latency below [2 ms] on each radio path.
	T
	

	5.2.4.6-4
	The 5G system shall support a very high communication service availability > 99.99999% for video streams


	T
	

	5.2.4.6-5
	The 5G system shall support a very high communication service availability up to 99.999999% for the motion control data streams.
	T
	


Editor’s note: Extract KPIs in the above table and put them in a separate table using the format in use in TS 22.261 or TS22.104
5.3
Static – Remote

5.3.1
Description of Modality

This modality is about Telemedicine, whose definition as adopted by the World Health Organization is as follow:

“The delivery of health care services, where distance is a critical factor, by all health care professionals using information and communication technologies for the exchange of valid information for diagnosis, treatment and prevention of disease and injuries, research and evaluation, and for the continuing education of health care providers, all in the interests of advancing the health of individuals and their communities”.

The main difference between Telemedicine and Telehealth is that products and services offered as part of Telemedicine are regulated by Health laws. This is important to understand that as by their intrinsic nature, those services may cross national boundaries and regulatory systems.

According to [18], global healthcare expenditure continues to increase. In fact overall healthcare spending is expected to grow from 7 trillion USD in 2015 to almost 9 trillion USD in 2020, with estimated CAGR of 4.3 %. In addition, long term projections forecast a further increase to more than 18 trillion by 2040. However, growing healthcare needs due to global population aging, prevalence of dementia and chronic diseases, are not compensated by the increased expenditure even in developed countries due to operational difficulties, regulatory burdens and financial inefficiencies. As noted in [19], this leads to experiencing decreased healthcare service accessibility due to global shortage of general and specialist staff that increases patients waiting times and affects their ability to access to diagnosis and treatment.
On the one hand, increasing the number of care workers can only be a partial solution to this problem as it does not allow to contain costs. And on the other hand the technology and especially Telemedicine and mobile health, with its potential to improve physician access, add flexibility and capacity to specific healthcare services, can greatly help at reasonable costs. This translates into high market value for Telemedicine, estimated at $18 billion in 2015 and expected to increase over $40 billion in 2021 according to [20].

This chapter contains use cases and requirements showing how, in practice, the 5G system can help decoupling location from quality of care, and save countless hours for doctors and surgeons, who will be able to “beam” themselves to operating rooms, incident sites and medical houses, rather than having to be physically present.

In those use cases, special attention is paid to patient safety and confidentiality. In practise, the data being communicated needs to be fully encrypted and integrity protected, which requires additional computing bandwidth on both ends.
5.3.2
Emergency care – Ultrasound examination and remote interventional support
5.3.2.1
Description

Ultrasound examinations are possible and desirable during medical transport, allowing early diagnosis of certain serious thoracic-abdominal injuries for the implementation of treatments or resuscitation procedures on site. In addition, it allows to direct the patient to the specialized centre best suited to his condition, to inform the hospital team of the specific injuries (especially make all necessary preparations for the patient, e.g. prepare the OR and call all necessary medical staff), so as not to waste precious time between the time of the accident and that of the treatment and to ensure transport with greater safety.

The hospital may be far away from the patient and ambulance, so a patient may not survive or will succumb permanent damage during transport if a real time interaction between paramedics and remote experts is not triggered immediately at the site of the intervention. Statistics from e.g. NHS show that emergency calls are classified in different categories, where the most critical ones are as follow:

· Category A Red 1 calls, that cover cardiac arrests and patients who are not breathing anymore.

· Category A Red 2 calls, which are serious but less immediately time critical and cover conditions like stroke and fits.

[10] study carried over 5 years for approximately 1000 Red 1 calls per year shows that the straight-line ambulance journey distribution was ranging between 0 and 58 km with a median value of 5 km and that an increased distance was clearly associated with increased risk of death (7.7% died for straight‐line distances between 10 and 20 km and 1% of absolute increase in mortality is associated with each 10 km increase in straight‐line distance). In this use case, covering also category A Red 2 calls, we will assume a straight-line distance below < 50 km for the ambulance journey.
One specific disease where early ultrasound examinations helps to reduce mortality rate is the aortic aneurysm.  Aortic aneurysm is usually an asymptomatic process with the following associated risk factors: male sex, age above 55 years, tobacco, cholesterol and family history of aortic aneurysm. It is a rather common disease (especially for men above 60 years old – 4 to 8%) whose evolution is systematically fatal. In the United States, approximately 11,000 cases of abdominal aortic aneurysm rupture are described per year. Of these, it has been estimated that 30% are misdiagnosed. The overall mortality rate for patients with abdominal aortic aneurysm rupture is 80 to 95%. For those who arrive at the hospital, the mortality rate is 50 to 80%. Once patients come to the emergency room, early diagnosis significantly reduces mortality from 75% to 35%. The speed of the implementation of the therapeutic chain (emergency physician-anaesthesiologist and surgeon) is a determining factor in the chances of survival of a patient with a fissure syndrome.
However, the diagnosis of rupture of an aortic aneurysm is a real challenge for doctors. Symptoms are most often initially non-specific but can progress abruptly to a state of shock. The most common symptom is abdominal pain, which is intense, diffuse or lateralised on the left hand side. To help, ultrasound in the ambulance is a rapid and effective examination allowing to diagnose a fissured-type aortic syndrome especially in case of abdominal aortic aneurysm. 
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Figure 5.3.2.1-1: Ultra-sound imagery of an abdominal aortic aneurysm (right hand side picture)
This test is reliable, efficient but however requires some level of expertise not always available on the site of the incident as many first responders have no, or only basic training in echography. This leads to having paramedics in the ambulance performing the echography with the assistance from a remote expert who is able to guide them through the examination procedure. Efficient support involves being able to track paramedics gestures with enough precision, therefore sets limits on the acceptable latency while going thought all equipment along the path from the ambulance to the monitor in front of the expert. In general, we consider here gestures executed at the speed of 30 cm/s and with an expected accuracy of 1cm which gives us a total imaging system latency of up to 35 ms. Along the same principles as depicted in section 5.2.1.3, but considering there isn’t any heavy processing at the application side, one ends up with a below 20 ms one way end-to-end latency from the echographer to the application at the remote expert site.

A conservative approach for estimation of the communication service availability is that we mandate all images to be transmitted within service defined constraints for the duration of the examination.
5.3.2.2 
Pre-conditions

Joe, 78 years old, fell in his basement. The fall detector in his Personal Emergency Response System device (PERS-device) alerted the call centre but as they could not get him to respond they dispatched an ambulance. The ambulance must be equipped with devices for monitoring, examination and guided interventions like e.g. ultrasound probe, physiological signals monitors and, portable 4K smart glasses. Also instant access to medical records is important to understand the patient’s condition prior to the incident.
The Emergency Room (ER) and a local MNO have business contract in place by which the ER can ask the MNO (through suitable APIs) to allocate the necessary high priority resources fulfilling SLAs suitable to the transport of medical data (with special care taken on medical data integrity and confidentiality) over a geographical area covering the site of the incident.

Each needed equipment (ultrasound probe, monitoring scopes, 5G enable 4K smart glasses …) is:

· Powered up,
· Subscribed to 5G communication services fulfilling agreed SLAs,
· Attached to the local MNO 5G network,
· Provisioned with parameters allowing establishment of a secure communication link to an authenticated application in the ER and/or hospital in charge of sharing incident data with the authorized personnel
5.3.2.3 
Service Flows

With the ambulance, Fred, the first-aid caregiver arrived on scene and found Joe in the basement. Joe is conscious but complains about intense abdominal pain.

1) To check for internal bleeding and lung punctures, Fred pulls out his portable Ultrasound-device (US-device), which directly starts streaming securely ultrasound-data (US-data) to the Emergency Room (ER) through a 5G communication service fulfilling agreed SLAs, where it is analysed by Marc, the sonographer on call. The US-data is a 20fps 500x500 pixels 16 bits colour depth uncompressed image stream.

2) To allow Marc to provide optimal instructions on placing the US-probe, Fred also streams live 4K video of Joe’s abdomen through the 5G wireless camera mounted on his smart glasses. The video is 12 bits per pixel with 3840x2160 pixels, supports up to 60 fps and is compressed with lossy compression algorithm. Based on the video and US-streams, Marc provides instructions to Fred to move the US-probe to assess Joe’s abdomen (as an option Marc may even control a robot in the ambulance for the ultrasound capture.). Interactions between Fred and Marc (incl. the 4K video stream and the return communication link) are supported by a second 5G communication service with suitable SLAs. Apart from moving, Marc is able to control the operation of the US-device, e.g. to tune remotely the beam-forming parameters.

3) Seeing the ultrasound stream, Marc concludes abdominal aortic aneurysm fissure by noticing fluid accumulation in Joe’s abdomen and a heterogeneous rounded ultrasound structure with an anechoic image corresponding to the light of the vessel at its centre. Marc concludes that Joe’s condition is critical. Marc tells Fred to ask the driver to get Joe to the nearest hospital at the highest possible speed. Also Marc coaches Fred to use his fist to apply pressure to a specific point based on ultrasound guidance on Joe’s abdomen to limit the bleeding.
4) Upon arrival at the hospital, the staff is waiting, the OR has been prepared and Joe is rushed there for immediate surgery. Resources assigned to communication services allocated to the Emergency Room are now released by the MNO.

5.3.2.4 
Post-conditions

The surgeon replaces the aorta with a vascular prosthesis that is sewn to the healthy aorta above and below the aneurysm. The surgery procedure is fully successful and Joe is kept under continuous surveillance in the hospital during eight days.
5.3.2.5 
Existing features partly or fully covering the use case functionality
	Reference number
	Requirement text
	Application / transport
	Comment

	8.9
	The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
	T
	See 3GPP TS 22.261



	6.1.2
	All requirements related to slice management, access, capacity, quality of service.
In particular, on prioritization of certain slices against others:

The 5G system shall enable the network operator to define a priority order between different network slices in case multiple network slices compete for resources on the same network.
	T
	See 3GPP TS 22.261

	6.10.2, 6.1.2.3
	All requirements related to private slice management, access, limitation to a specific geographical area, isolation and fault tolerance.
	T
	See 3GPP TS 22.261

	8.2, 8.3
	All requirements related to security management in private slices
	T
	See 3GPP TS 22.261


5.3.2.6 
Potential New Requirements needed to support the use case
	Reference number
	Potential Requirement text
	Application / transport
	Comment

	5.3.2.6-1
	The 5G system shall support simultaneous unicast transmission of one 100Mbps compressed 4K (3840x2160 pixels) 60Hz real time video stream and one uncompressed 80Mbps 500x500 pixels 20Hz real-time video stream for a communication service consuming resources from a PLMN.
	T
	This combination is not listed in URLLC requirements of 3GPP TS 22.261

	5.3.2.6-2
	The 5G system shall support a one way latency <20 ms from source to a remote application for a communication service consuming resources from a PLMN in a coverage area with a radius below 50 km.
Editor’s Note: This requirement needs to include the area over which the 1.5ms latency applies.

	T
	

	5.3.2.6-3
	The 5G system shall support a high communication service availability > 99,999% for real time video streams transporting medical data.
Editor’s Note: A KPI for service availability without additional context (e.g., latency, #of UEs, service area, survival time) does not provide sufficient context for downstream groups.
	T
	

	5.3.2.6-4
	The 5G system shall provide suitable APIs to allow use of a trusted 3rd party provided integrity protection mechanism for data exchanged with an authorized UE served by a 5G communication service.
	T
	


5.3.3
Communication QoS requirement for robotic telesurgery
5.3.3.1
Description

Remote surgery (also known as telesurgery) is the ability for a doctor to perform surgery on a patient even though they are not physically in the same location. It is a form of telepresence. A robot surgical system generally consists of one or more arms (controlled by the surgeon), a master controller (console), and a sensory system giving feedback to the user. 

Remote surgery combines elements of robotics, cutting edge communication technology such as high-speed data connections and elements of management information systems. While the field of robotic surgery is fairly well established, most of these robots are controlled by surgeons at the location of the surgery. Remote surgery is essentially advanced telecommuting for surgeons, where the physical distance between the surgeon and the patient is immaterial. It promises to allow the expertise of specialized surgeons to be available to patients worldwide, without the need for patients to travel beyond their local hospital. In 2001, the first transatlantic operation was conducted by surgeons in New York on a patient in France [21]. The type of operations conducted include colon operations and hernia repairs. According to the BBC report “the surgeon who operated 400km away” [21], the technology behind long-distance surgery is now mature enough to be used more widely, allowing people to access world-leading expertise and better healthcare without having to travel.
The proposed Use Case describes the QoS requirements that may be needed for operation in a static remote telesurgery scenario.

5.3.3.2
Pre-conditions

Ali was badly injured in a car accident and needs very delicate surgery to clear a heart vessel. The level of expertise needed is not available at his local hospital but the hospital has managed to find a specialist in another hospital within the same country about 400km away but they cannot physically be present for the operation.  Ali’s local hospital is however set up for telesurgery, hence they can perform the operation. Also, there is a medical school nearby that want to benefit from the surgery taking place and they are allowed to dial in and view the procedure for medical advancement. The set up for the telesurgery is shown in the diagram below:
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5.3.3.3
Service Flows

Ali lies on the operating table connected to the Robotic machine which is connected to the 5G network. This system has a video monitor, audio stream, robotic arm. The system is operated by a teleoperator.

The training school with the training monitor is also connected to the same cloud network using the 5G network to view the procedure.

The Master Console system is located at the remote location of the surgeon who is able to control the robotic arm that does the surgery and issues audio commands for the doctors and nurses assisting them in the operation at Ali’s hospital. The forward link transports real time commands to control motion and rotate the robotic arm of the teleoperator along with voice stream of the surgeon.

The feedback from the teleoperator at Ali’s local hospital to the surgeon at a remote location is transporting real time multi modal sensing which includes: 3D stream, force feedback e.g. pressure, tactile feedback e.g. tissue mechanical properties and patient’s physiological data such as blood pressure, heart rate along with voice stream from assistant nurses, anaesthetists and other collaborating surgeons by the patient’s side.

The performance of the telesurgery largely depends on communication latency, jitter and packet loss, these communication QoS requirements of multi-modal sensory data in telesurgery are important to be considered in a 5G network and typical figures taken based on research [22] are suggested here.

The following are potential requirement taken from [22] to support this use case. The 5G system shall support the following QoS values:

	 
	Data Types
	Latency
	Jitter
	Packet Loss
Rate
	Data Ref

	 
	2D Camera Flow
	<150ms
	3-30ms
	<10-3
	<10Mbps

	Real-Time Multimedia Stream
	3D Camera Flow
	<150ms
	3-30ms
	<10-3
	137 Mbps - 1.6Gbps [for good imaging this could be up to 4Gbps]

	 
	Audio Flow
	<150ms
	<30ms
	<10-2
	22-200Kbps

	 
	Temp
	<250ms
	 
	<10-3
	<10kbps

	 
	Blood Pressure
	<250ms
	 
	<10-3
	<10kbps

	Physical Vital Sign
	Heart Rate
	<250ms
	 
	 
	<10kps

	 
	Respiration Rate
	<250ms
	 
	 
	<10kps

	 
	ECG
	<250ms
	 
	 
	72kbps

	 
	EEG
	<250ms
	 
	 
	86.4kps

	 
	EMG
	<250ms
	 
	 
	1.536Mbs

	Haptic Feedback
	Force
(considering human reaction)
	3-10ms
(20ms)
	<2ms
	<10-4
	128-400kps

	 
	Vibration
	<5.5ms
	<2ms
	<10-4
	128-400kps


Privacy and confidentiality

With the use of electronic systems, confidentiality might be at risk and special measures must be taken in order to prevent improper communication of medical data. In situations like transmission of scan results, especially in cases of ultrasound scans supplementary measures must be taken.  The doctors providing the medical services from the distance must make sure that the patient consented for this information to be transmitted via electronic systems [23].

5.3.3.4
Post-conditions

Operation is completed successfully and all connections are terminated.
5.3.3.5
Existing features partly or fully covering the use case functionality
< Highlight existing features in the existing set of normative specifications that partly or fully cover this use case.>
5.3.3.6
Potential New Requirements needed to support the use case
	Use case 
	Characteristic parameter
	Influence quantity

	Remote Telesurgery
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Message

Size

[byte]
	Service

bit rate
	UE speed
	# of UEs
connection
	Distance between 

Console and 

patient

	3D Video (loss less compressed)
	99.9999
	1 day
	< 250ms
	n/a
	[4Gbit/s]
	stationary
	<10
	~400km

	Haptic Feedback
	99.9999
	1day
	<20ms
	50bytes
	2Mbps
	stationary
	<10
	~400km

	


Editor’s note: It was agreed that following consolidation there may be need to send LS to SA4 to ask if it’s possible to have a visual loss less compressed data of 4Gbits/s will be suitable for medical imaging?
5.4
Moving – Local

5.4.1
Description of Modality
5.4.2
Use case
5.4.2.1
Description

5.4.2.2
Pre-conditions

5.4.2.3
Service Flows

5.4.2.4
Post-conditions

5.4.2.5
Challenges to the 5G system

5.4.2.6
Existing features partly or fully covering the use case functionality
5.4.2.7
Potential New Requirements needed to support the use case
5.5 
Moving – Remote

5.5.1 
Description of Modality
5.5.2 
Patient monitoring inside ambulances
5.5.2.1 
Description
Paramedics transporting patients to the hospital typically brief hospital staff once the ambulance arrives. But in a 5G-connected ambulance, emergency crews will be able to collect critical patient data and share it with the hospital in real time, even before they arrive. Emergency doctors and nurses will then be better prepared to receive the patient, which means a smoother, more efficient handover process.
Ambulance operations are an essential part of the emergency services and over the past few decades have become increasingly advanced, featuring a significant number of fairly high-tech medical equipment and devices. With the widespread roll-out of 5G wireless communications networks, however, these traditional ambulances could soon make way for 5G connected ambulances.

In practise, connected Ambulance will act as a connection hub for the emergency medical equipment and wearables, enabling storing and real-time streaming of patient data to the awaiting emergency department team at the destination hospital. The continuous collection and streaming of patient data will begin when the emergency ambulance paramedics arrive at the incident scene right up until the delivery of the patient to the emergency department at the destination hospital. It shall also be noted that all data streams shall be reasonably synchronised in order to be able to correlate monitoring events and images. 

Editor’s note: Add some text on the synchronisation of medical equipment, camera & microphone inside the ambulance on the same global clock domain to enable recording and offline synchronized playback of the intervention. This will also trigger additional requirements in 5.5.x.5
Typically those connected ambulances, today usually equipped with echographers, could be equipped in the medium term with portable CT (Computed Tomography) and x-ray scanners, high definition video camera, or even portable MRI scanners so that doctors in the Emergency Room Centre (ERC) can ‘see’ the patient via high definition visual connection and for example order a CT scan of the patient’s head.

The 5G connection shall be reliable, stable and in a conservative approach we mandate all medical data to be transmitted with a higher priority and within service defined constraints for the duration of the journey to the hospital.
5.5.2.2
Pre-conditions

There has been important car accident on the M11 North East of London close to Coopersale exit at the end of the afternoon (5pm). Involved vehicles are obstructing the traffic thus rapidly leading to severe congestion and long waiting times.

Sue is returning home after her working day and is driving over the speed limit at this location. When she realizes that all vehicles in front of her are all stopped on the road, she hits the brakes. Her car goes onto a skid and onto the unimproved shoulder and rolls over. In this process Sue hits her head on the windshield and passes out.

People that are witnessing the scene call the London Ambulance Service that decides to dispatch a connected ambulance on site. The Emergency Room Center (ERC) and a local MNO have a business contract in place by which the ERC can ask the MNO (through suitable APIs) to allocate the necessary high priority resources fulfilling SLAs suitable to the transport of medical data (with special care taken on medical data integrity and confidentiality) over a geographical area covering the site of the accident and the route from that site to the hospital.

Each needed equipment in the connected ambulance (ultrasound probe, monitoring scopes, CT and X-Ray scanners…) is:

· Powered up,

· Subscribed to 5G communication services fulfilling agreed SLAs,

· Attached to the local MNO 5G network,

· Provisioned with parameters allowing establishment of a secure communication link to an authenticated application in the ERC and/or hospital in charge of sharing incident data with the authorized personnel
5.5.2.3
Service Flows

With his connected ambulance, Fred the paramedic arrives at the accident’s site and finds Sue in her car, still unconscious. Fred rapidly assesses the situation and based on the fact that traumatic brain injuries are usually emergencies with consequences that can worsen rapidly without treatment, decides to take Sue to the nearest hospital as quickly as possible.

1) In the connected ambulance, a UHD video camera captures a 4K video of the ambulance interiors continuously, while an audio system enables EVS full band voice communication with the remote ERC. The video (a stream of 3840x2160 pixels, up to 60 fps and compressed with lossy compression algorithm) and the audio stream (up to 128 kbps) are relayed by the ambulance to the ERC.

2) Once in the ambulance, Sue regains consciousness and Fred can then perform the 15-point test to assess Sue’s brain injury severity (checking a person's ability to follow directions, move their eyes and limbs and to answer questions). Sue is scored 9 on Glasgow Coma scale, meaning she is suffering from severe brain trauma.

3) Fred puts ECG electrodes on Sue’s chest, arms and legs and positions also additional sensors in order to monitor a number of other physical vital signs (body temperature, blood pressure …).  The resulting <1 Mbps data stream is relayed over a high priority 5G data stream to the emergency room.

4) Sue passes out again and her ECG starts showing arrhythmias. Fred, decides to execute a CT scan using the portable equipment in the ambulance, in order to create a detailed view of her brain and visualize potential fractures, evidence of bleeding, blood clots or bruised brain tissue. The equipment starts generating a 10 fps 2048x2048 video stream that is relayed to the ERC over a 5G gigabits high priority connection. 

5) Based on received CT images, remote doctors warns Fred’s that bleeding in the brain is resulting in a collection of clotted blood (hematoma) that is putting pressure in Sue’s skull and is further damaging her brain tissue. Fortunately, the bleed location is precisely determined and a simple aspiration procedure looks feasible.

6) Under voice guidance from a remote specialist that has real time access to the scene inside the ambulance, Fred drills a small hole into Sue’s skull and drains the hematoma using a needle. As he can’t remove the hematoma completely nor stop the bleeding, he then inserts a probe in order to monitor her pressure continuously and to stream pressure data over the 5G secure connection to the ERC.

7) Upon arrival at the hospital, the staff is waiting and has all needed data to proceed with the emergency surgery in the prepared OR. Sue is rushed there for immediate surgery. 

8) Resources assigned for the communication services allocated to the ambulance are released by the MNO.

5.5.2.4
Post-conditions

Sue undergoes an emergency surgery consisting in opening a window in her skull to provide more room for swollen tissues and to relieve pressure from accumulated blood and cerebral spinal fluid.

After the surgery, she recovers rapidly and returns back home after a couple of weeks of observation at the hospital.
5.5.2.5
Existing features partly or fully covering the use case functionality

	Reference number
	Requirement text
	Application / transport
	Comment

	8.9
	The 5G system shall support data integrity protection and confidentiality methods that serve URLLC and energy constrained devices.
	T
	See 3GPP TS 22.261



	6.1.2
	All requirements related to slice management, access, capacity, quality of service. 

In particular, on prioritization of certain slices against others:

The 5G system shall enable the network operator to define a priority order between different network slices in case multiple network slices compete for resources on the same network.
	T
	See 3GPP TS 22.261

	6.10.2, 

6.1.2.3
	All requirements related to private slice management, access, limitation to a specific geographical area, isolation and fault tolerance.
	T
	See 3GPP TS 22.261

	8.2, 8.3
	All requirements related to security management in private slices
	T
	See 3GPP TS 22.261

	6.2.3
	The 5G system shall enable packet loss to be minimized during inter- and/or intra- access technology changes for some or all connections associated with a UE.
	T
	See 3GPP TS 22.261

	6.2.3
	The 5G system shall minimize interruption time during inter- and/or intra- access technology mobility for some or all connections associated with a UE.
	T
	See 3GPP TS 22.261


Editor’s notes: Check 22.282 for MCData requirements that could potentially support the use case. 

5.5.2.6
Potential New Requirements needed to support the use case
	Reference number
	Requirement text
	Application / transport
	Comment

	5.5.2.6-1
	The 5G system shall support uplink unicast transmission of one 100 Mbits/s compressed 4K (3840x2160 pixels) 60 Hz real time video stream for a communication service consuming resources from a PLMN with a maximum latency of [100 ms] and a communication service availability > 99,99% while moving at a speed up to 150 km/h.
	T
	Editor’s note: 100 ms latency provisionally considered. This is to be validated with figures from studies dealing with efficient collaboration of people located at different places.

	5.5.2.6-2
	The 5G system shall support uplink unicast transmission of one [350 Mbits/s] 2048x2048 pixels 10Hz real-time video stream compressed with a lossless compression algorithm for a communication service consuming resources from a PLMN with a maximum latency of [100 ms] and a communication service availability > 99,999% while moving at a speed up to 150 km/h.
	T
	

	5.5.2.6-3
	The 5G system shall support uplink unicast transmission of one <1 Mbits/s physical vital signs monitoring data stream for a communication service consuming resources from a PLMN with a maximum latency of [100 ms] and a communication service availability > 99,999% while moving at a speed up to 150 km/h.
	T
	

	5.5.2.6-4
	The 5G system shall support unicast transmission of one 128 kbits/s bidirectional high quality audio stream for a communication service consuming resources from a PLMN with a maximum latency of [100 ms] and a communication service availability > 99,99% while moving at a speed up to 150 km/h.
	T
	


Editor’s note: Extract KPIs in the above table and put them in a separate table using the format in use in TS 22.261 or TS22.104
6
Security Aspects

6.1
Introduction
The healthcare industry is currently undergoing many changes, not only in medicine but also in the information technology that serves as the underpinning of healthcare delivery. In fact, advancement in IT and electronic health records (EHRs), as well as reinforcement of professional collaboration (mentoring) and of telemedicine is leading to numerous new complexities. Electronic information is everywhere, often in more than one place at a time, and shall be accessed from everywhere thus making increasingly difficult to keep sensitive healthcare information well protected.

This has led regulatory bodies in every part of the world to iron out new regulatory texts which businesses in the healthcare industry shall be compliant with. Among them, one can cite the following regulations that already cover a broad range of rules impacting the privacy and security of healthcare data. e.g.:

· Health Information Patient Accountability Act (HIPAA) see [25]

· Health Information Technology for Economic and Clinical Health (HITECH) see [26]

· General Data Protection Regulation (GDPR) see [24]

Editor’s note: Complete this list with important regulatory texts in application in Asia
A strong underlying principle in those regulations, is that natural persons, whatever their nationality or residence, have fundamental rights and freedoms, in particular the right to the protection of their personal data.
A good level of protection is provided when privacy is ensured by design or default, meaning that data protection measures are implemented across all data processing activities and endpoints and in accordance to the level of criticality of that data. As an example, “medical health,” “genetic data” and “biometric data” are subject to a higher standard of protection than personal data in general. 

Then, security traditionally includes the attributes of “Confidentiality”, “Integrity” and “Availability” but recently has been also focused on “Auditability” to demonstrate to regulators that patient safety and privacy is maintained throughout entire processing and transporting chain. Compliance and regulatory expectations demand that data access and transfer be therefore well defined and documented. 

6.2
Actors and Responsibilities

In the field of data security, the following roles are often defined: 

· Controllers:  natural or legal person that is responsible for handling the whole data life cycle and will have to establish or amend technical and organizational measures to ensure and prove that the processing of personal data fully complies with regulatory requirements. In practise, controllers can be e.g. hospitals, health houses or physicians…

· Processors: natural or legal person that processes medical data. A processor is required to maintain records of all its processing activities and to maintain disclosure readiness of this information to show compliance. A processor could be for instance a cloud provider offering services to a controller for data storage and processing.
In the process of transporting medical data over a 5G network, this data can be encapsulated, packetized, encrypted, and temporary stored and copied, which, according to the very generic definition tight to data processing in national regulations, may lead to also assigning a processor role to telecom operators.
Interactions between data subjects, regulators, controllers and processors are shown on the picture below:
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Figure 5: Role model on personal data security
6.3
Potential Requirements
6.3.1
Existing features partly or fully covering the functionality

	Reference number
	Requirement text
	Application / transport
	Comment

	8.9
	The 5G system shall support data integrity protection and confidentiality methods for network slices dedicated to transporting personal, medical, genetic or biometric data.
	T
	See 3GPP TS 22.261



	8.2, 8.3
	All requirements related to security management in private slices
	T
	See 3GPP TS 22.261


6.3.2
Potential New Requirements
	Reference number
	Requirement text
	Application / transport
	Comment

	6.3.3-1
	The 5G system shall support security self-assessment of network functions involved in rendering communication services in order to detect malicious cyber activity or compromised systems in the operator’s network.
	T
	

	6.3.3-2
	The 5G system shall support the calculation of security related metrics for each network slice instantiation used for communication services delivery.
	T
	Editor’s note: The editor’s current understanding is that this capability is not fully supported by a clear requirement in 22.261. To be further check by SA1 group.

	6.3.3-3
	The 5G system shall provide suitable APIs to allow an authorized third party to consult security related metrics for the network slices dedicated to that third party, and any report on security breach or malicious activity that would have been self-detected.
	T
	Editor’s note: The editor’s current understanding is that this capability is not fully supported by a clear requirement in 22.261. To be further check by SA1 group.

	6.3.3-4
	The 5G system shall allow the operator to authorize a 3rd party to create and modify network slices having appropriate security policies (e.g. user data privacy handling, slices isolation, enhanced logging …) subject to an agreement between the 3rd party and the network operator.
	T
	Editor’s note: The editor’s current understanding is that this capability is not fully supported by a clear requirement in 22.261. To be further check by SA1 group.


Editor’s note: Security analysis in light of various national regulatory texts for user data privacy management is a complex topic. It is expected that this section will be further developed and improved.
7
Additional considerations
 
[Editor’s note: Add sub-clauses as needed. Text to be provided.]
8
Consolidated potential requirements
 
[Editor’s note: Text to be provided.]
9
Conclusion and recommendations
Annex <A> :
<Security Considerations>

A.1
Regulatory texts’ analysis
As a general rule, organizations involved in controlling and/or processing the data have to be careful with the data and exact in knowing where it is being stored, how it is being processed and whether consent has been given. Parsing national regulations along those lines for general data management requirements in light of the role models explained in section 6.2, leads to the following mapping of high level requirements on the involved actors.
Table 2: Mapping of general data requirements from regulatory bodies

	Requirements
	Controllers
	Processors
	Comment

	Explicit Consent: data subjects to explicitly give their consent (declaratory statement or opt-in tick box) for processing their medical, genetic or biometric data
	X
	
	

	Right to Data Portability: data subjects to have their personal data sent back to them to transmit elsewhere more easily
	X
	
	

	Right to Be Forgotten: data subjects to have their personal data erased without undue delay
	X
	
	

	Right to rectification: data subjects to obtain from the controller without undue delay the rectification of inaccurate personal data concerning him or her
	X
	
	

	Right to restriction of processing: data subjects to obtain from  the  controller restriction of  processing under certain circumstances
	X
	
	

	Subject Access Rights, the request to access data must be addressed quickly (less than one month)
	X
	
	

	Appointment of a Data Protection Officer where medical, genetic or biometric data is processed in a large scale
	X
	X
	

	Data Protection Impact Assessment: risk assessment of the impact of anticipated processing activities on personal, medical, genetic or biometric data
	X
	X
	For telcos, this implies a certain level of security policies parametrization in order to cope with different type of data

	Mandatory data breach reporting: breaches must be reported to a data protection regulator within 72 hours, and those affected by the breach must also be informed.
	X
	X
	

	Anonymization: the method of processing personal data in order to irreversibly prevent identification.
	X
	X
	

	Data confidentiality: protection of data from being accessed by unauthorised parties through e.g. pseudonymization and/or encryption of personal data
	X
	X
	

	Data Integrity: maintenance of the accuracy and consistency of data throughout its entire life cycle
	X
	X
	

	Integrity, availability  and  resilience of  processing systems  and services against accidental loss, destruction or malicious actions that compromise the availability, authenticity, integrity and confidentiality of stored or transmitted personal data
	X
	X
	For telcos, this requirement leads to the need of having self-assessment of systems related to their ability to process the data according to regulatory rules

	Existence of a process for regularly testing, assessing and evaluating the effectiveness of technical and organisational measures for ensuring the security of the processing
	X
	X
	For telcos this means the ability to monitor and assess security policies and their efficiency

	Traceability: care providers to determine the initial source of the data, and what happened to it through its various locations and transformations.
	X
	X
	For telcos this implies enhanced logging capabilities for highly secured communication services
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