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Abstract: This proposes changes to section 5.9 of TR 22.827. 
---------- Use Case template ----------
5.9
Video Streaming of Live Events using an Airborne Relay  
5.9.1
Description

Producing and capturing a live event, i.e. for further exploitation of the cultural and creative content, involve many wireless links. For instance, artists on stage use wireless microphones to capture their voices or instruments’ sound while hearing themselves via a wireless in-ear monitoring system. Cameramen operate their wireless cameras capturing the performance. The technical crew, the production team and the security staff are usually connected to each other via an intercom system. Lighting, video and sound effects are remotely controlled over stage control systems. The term PMSE equipment is used to sum up all wireless audio and video equipment involved in professional A/V productions.

Live outside events like cycling races, marathons and triathlons, typically take place over large distances like hundreds of square kilometres.  For covering these large distances, an airborne relay is used. A pressurized aircraft circling at 6000 m receiving and transmitting all information between all involved UE’s. Typical operation has a defined and in advanced known duration. All PMSE equipment required for the production and capturing of an event is always available along the track of the event. Either it belongs to the broadcaster or a rental company has been engaged to deploy the network for the event.

Wireless cameras are used for capturing the picture, voice and data signals of the competitors along the track. PMSE content capturing sits at the very beginning of the supply and value chains for a wide range of products, such as recordings of live performances or the archiving of culturally significant material. Consequently, content capture is expected to provide the highest quality possible, with producers and program makers taking steps to ensure the quality and robustness of content capture and delivery. For these reasons, quality and reliability of the radio link are fundamental to PMSE users. For live PMSE productions especially, the commercial pressures on users are significant as there is no opportunity for recovery (See Figure 5.9.1-1, no possibility to ask the competitor: “Please, repeat!”), and so the tolerance for disturbance to the QoS is extremely low. Often contractual obligations between the producer and the broadcaster specify a minimum amount of dropout or freezing of pictures.
In a typical outside broadcast live event using an airborne relay, a number between 5 and 10 simultaneously active wireless cameras can be expected. Each wireless camera signal is streamed via an airborne relay to the central video mixing console. Each active wireless camera can produce a video stream of up to 100 Mbit/s (4K@100fps) and receives a return video signal of maximum 12 Mbit/s (1080i@50fps).
The video mixing console does the mixing and combining of the different video streams. Many cameramen rely on receiving a personalized video mix of the event streamed back to his camera viewfinder, being a lower quality compressed feed. In this context, personalized means that each cameraman can receive a different video mix (i.e. point to point downlink transmission) fully adapted to his/her needs and preferences. Sometimes a group of cameramen in the production may want to receive the same video-mix. For this latter case, a point to multipoint downlink transmission could be used. The maximum (non)public network latency tolerated by a professional cameraman between his wireless camera and the return video picture in his viewfinder coming via the mixing console is limited to 40 ms The maximum round trip time for the network (airborne Core and RAN) is set to 6 ms The backhaul IP-link (if available) between the airborne relay and the base-station uses 4 ms which leaves 30 ms. for the codec and the mixing console. The video mixing console produces further outgoing high-quality streams for playout and recording. 
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Figure 5.9.1-1: Live content production network



5.9.2
Pre-conditions
· All PMSE equipment required to produce the event is available at the desired locations (event).
· Sufficient bandwidth to satisfy the requirements of the wireless production links is available at the event locations during the whole operation time. 

· All wireless cameras are switched on and connected to a central video mixing console through a NG-RAN.
· The central video mixing console may act as an edge computing application server.
· All active wireless cameras are synchronized at the application level within 1µs accuracy.
· The central video mixing console is connected to the playout system and, if required, to a recording server.



5.9.3.1 Service Flows
· Setting up a temporary Broadcast IP infrastructure using a 3GPP high altitude, long range non-public network.
· Multiple cameras connect via this high-altitude non-public 3GPP network to the studio or outside broadcast van.

· Additional data is sent via this high-altitude non-public 3GPP network between the remote location and the studio or outside broadcast van for communication, camera control, GPS data, AR sensor data, and return video.

· The link between this airborne relay and the receive site is either provided directly by the 3GPP system or by a separate IP point to point link managed by automatic tracking antennas on the aircraft and at the receive site.
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5.9.4
Post-conditions


 
A temporary 3GPP non-public network that provides;

· Long range coverage up to 200 km (airborne relay @ 6000 m to receive site) at speeds up to 500 km/h

· Wide coverage area 130 square km. (motorbike to airborne relay @ 6000 m)

· Low latency with a round trip time of 6 ms.

· Quasi Error Free operation for relaying simultaneously six 4K (compressed video) cameras including communication, etc.
5.9.5
Existing features partly or fully covering the use case functionality
[PR 5.9.5-001]:

The 3GPP system shall support the deployment of a live content production network as a non-public 

network (NPN), both physically or virtually, providing coverage within the specific event area (up to 

180 square km)
[PR 5.9.5-002]:
The 3GPP system shall support the operation of a live content production network deployed as a non-

public standalone network (NPN).

[PR 5.9.5-003]:
The 3GPP system shall support identifiers to uniquely identify a non-public network.

[PR 5.9.5-004]:
The 3GPP system shall support data integrity protection and confidentiality methods that serve 


URLLC and energy constrained devices.
[PR 5.9.5-005]:
The 3GPP system shall support a suitable framework (e.g., EAP) allowing alternative (e.g., to AKA) 

authentication methods with non-3GPP identities and credentials to be used for UE network access 

authentication in non-public networks.
5.9.6
Potential New Requirements needed to support the use case

[PR 5.9.6-001]:
The 3GPP system shall support a PTP clock synchronicity service for a communication group of up to 

10 devices in 180 square km being the event area.

[PR 5.9.6-002]:
The 3GPP system shall support operation of ultra-low latency point to point and point to multipoint 

communication for periodic deterministic traffic, with a maximum system latency of 40 ms which 


defines the 3GPP network round trip time to 6 ms the backhaul link (if available) between the airborne 

relay and the base-station will take 4 ms round trip time, which leaves 30 ms for codec and the 


mixing console for data rates between 20 Mbit/s (4K@50fps) and 100 Mbit/s (4K@100fps) and 


receives a control and video return signal of maximum 12 Mbit/s (1080i@50fps) over a service area of 

up to 180 square km. 


Note: The end-to-end latency is required for both the uplink (lens to central mixing console) and 


downlink (central mixing console to camera viewfinder).
[PR 5.9.6-003]: 
The 3GPP system shall support UE speeds of up to 500 km/h over large distances up to 200 km (from 

the airborne relay @ 6000 m to the receive site) for URLLC communication services in case no 


backhaul link between the airborne relay and the base-station is available.
[PR 5.9.6-004]: 
The 3GPP system shall support suitable APIs to allow MNOs to offer automatic configuration services 

(for instance, interference management) to non-public networks deployed by 3rd parties and connected 

to the MNO’s Operations System through standardized interfaces.

[PR 5.9.6-005]: 
The 3GPP system shall be able to support seamless intra-cell and inter-cell service continuity in 


combination with all the above-mentioned latencies, speeds and bitrates.
[PR 5.9.6-006]: 
The 3GPP system shall be able to do an ultra-quick reconnect and authentication (20 ms) after a 


UE network connection loss due to RF interference, out of range or battery change.
[PR 5.9.6-007]: 
The 3GPP system shall be able to do an ultra-quick reconnect and authentication (20 ms) after a 


“Core to RAN” communication loss due to RF interference, out of range situation when the RAN is in 

the airborne relay and the core is in the cloud or at the receive site.
[PR 5.9.6-008]: 
The 3GPP system shall be able to deliver Quasi Error Free (QEF) services, meaning less than one 


uncorrected error event per hour at the input of the video decoder. Any higher number would likely 

lead to disturbances for the audience and damage of the video content at the very beginning of the 


production value chain.


