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Abstract: In this discussion contribution we briefly describe the use cases proposed in contribution S1-170364. 
Discussion

Several new critical-communication use cases were added to table 7.2.2-1 during 3GPPSA#76-bis in Spokane (see S1-170364). As promised during the Spokane meeting, we are proposing text for the TS 22.261 annex, in which we provide updated use case descriptions for “Discrete automation – motion control” and “Discrete automation” and new use case descriptions for “Process automation – remote control”, “Process automation monitoring”, “Electricity distribution – medium voltage”, “Electricity distribution – high voltage”, and “Intelligent transport systems – infrastructure backhaul”.
Proposal
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3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

3D
Three Dimensional

5G
Fifth Generation
AMI
Advanced metering infrastructure
AR
Augmented Reality
A/S
Actuator/sensor 
BS
Base station 
CB
Circuit breaker
DMS
Distribution management system
E2E
End to End
eFMSS
Enhancement to Flexible Mobile Service Steering
FISR
Fault isolation and system restoration
FMSS
Flexible Mobile Service Steering
HEM
Home energy manager
ICP
Internet Content Provider

ID
Identification

IOPS
Isolated E-UTRAN Operation for Public Safety
IoT
Internet of Things

KPI
Key Performance Indicator 

MBB
Mobile BroadBand

MIoT
Massive Internet of Things

MNO
Mobile Network Operator

MPS
Multimedia Priority Service

MVNO
Mobile Virtual Network Operator

NGMN
Next Generation Mobile Networks
OTA
Overt the air

PQ
Power quality

RMU
Ring main unit
QoE
Quality of Experience

SEES
Service Exposure and Enablement Support
SST
Slice/Service Type
UAV
Unmanned Aerial Vehicle

UHD
Ultra High Definition

VR
Virtual Reality
WLAN
Wireless local-area network
------------------------- End of Change 2 ----------------------------
------------------------- Start of Change 3 ----------------------------
Annex <X> (informative):
Critical-communication use cases
<X.1> Discrete automation – motion control

NOTE TO THE EDITOR:
This Section is based on section 5.1.2.1 in TR 22.262, V14.1.0. 

Industrial factory automation requires communications for closed-loop control applications. Examples for such applications are motion control of robots, machine tools, as well as packaging and printing machines. All other discrete-automation applications are addressed in Annex <X.2>.

The corresponding industrial communication solutions are referred to as fieldbusses. The pertinent standard suite is IEC 61158. Note that clock synchronization is an integral of fieldbusses used for motion control.
In motion control applications, a controller interacts with a large number of sensors and actuators (e.g., up to 100), which integrated in a manufacturing unit. The resulting sensor/actuator density is often very high (up to 1 m-3). Many such manufacturing units may have to be supported within close proximity within a factory (e.g., up to 100 in automobile assembly line production).

In a closed-loop control application, the controller periodically submits instructions to a set of sensor/actuator devices, which return a response within a cycle time. The messages, referred to as telegrams, are typically small (≤ 56 bytes). The cycle time can be as low as 2 ms, setting stringent end-to-end latency constraints on telegram forwarding (1 ms). Additional constraints on isochronous telegram delivery add tight constraints on jitter (1 s), and the communication service has also to be highly available (99,9999%). 

To meet the stringent requirements of closed-loop factory automation, the following considerations may have to be taken:

-
Limitation to short-range communications.

-
Use of direct device connection between the controller and actuators.
-
Allocation of licensed spectrum for closed-loop control operations. Licensed spectrum may further be used as a complement to unlicensed spectrum, e.g., to enhance reliability.

-
Reservation of dedicated air-interface resources for each link.

-
Combining of multiple diversity techniques to approach the high reliability target within stringent end-to-end latency constraints such as frequency, antenna, and various forms of spatial diversity, e.g., via relaying

-
Utilizing OTA time synchronization to satisfy jitter constraints for isochronous operation.

A typical industrial closed-loop motion control application is based on individual control events. Each closed-loop control event consists of a downlink transaction followed by a synchronous uplink transaction, both of which are executed within a cycle time. Control events within a manufacturing unit may have to occur isochronously. Factory automation considers application-layer transaction cycles between controller devices and sensor/actuator devices. Each transaction cycle consists of (1) a command sent by the controller to the sensor/actuator (downlink), (2) application-layer processing on the sensor/actuator device, and (3) a subsequent response by the sensor/actuator to the controller (uplink). Cycle time includes the entire transaction from the transmission of a command by the controller to the reception of a response by the controller. It includes all lower layer processes and latencies on the air interface as well the application-layer processing time on the sensor/actuator.

1.


[image: image1.png]<
_ 5 s
m Q g 2
' - B 5 s
i S < . 2 g
H Ly Oun 2., 2 <
1 Q3 r.m ekR <
“ 22 535 BE 5
S BE 5
s s 2
' =3 :
! H:H./Dn 5
i
'
i \S
o s
@
o=
— I
'
! c
= 5 .
Q d <
th ! ,Au_ <
O 1
ERS “ .
g )
® 5 m 28 .
Na i [« Y] <
_E S £S <
m...u Cm
T c mDn
1D 2=
e
k L]
=2z S o
S5 gs)
o 1s=/)
53 88/ - -
23 & = “ . .
2 H 3> P‘.k M
“ S <
'
i ey =
' =9
' S=
i S &
\ K3
>
mm ! 5 :
2 —_—
2 g m (SRR
T 5 ; 5
g©° m € <
w ; S A <
| S%
i Y ~ -
_ hq Q ~
' S5 5 <
i S e
b 3 5
'
o
g = 8
o = 5
k3] S
&L





Figure <X.1-1>: Communication path for isochronous control cycles within factory units. Step 1 (red): controller requests sensor data (or an actuator to conduct actuation). Step 2 (red): sensor sends measurement information (or acknowledges actuation) to controller.
Figure <X.1-1> depicts how communication may occur in factory automation. In this use case, communication is confined to local controller-to-sensor/actuator interaction within each manufacturing unit. Repeaters may provide spatial diversity to enhance reliability.
<X.1.1>
Service area and connection density

The maximum service volume in motion control is currently set by hoisting solutions, i.e. cranes, and by the manipulation of large machine components, e.g. propeller blades of wind-energy generators. Cranes can be rather wide and quite high above the shop floor, even within a factory hall. In addition, they typically travel along an entire factory hall.

An approximate dimension of the service area is 100 x 100 x 30 m (see Table 7.2.2-1).  
Note that production cells are commonly much smaller (less 10 x 10 x 3 m). There are typically about 10 motion-control connections in a production cell, which results in a connection density of up to 105 km-2.
<X.1.2>
Security

Network access and authorization in an industrial factory deployment is typically provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.
Note that motion control telegrams usually are not encrypted due to stringent cycle time requirements.
A comprehensive security framework for factories has been described in IEC 62443 [xb]. 
<X.2>
Discrete automation
NOTE TO THE EDITOR:
This Section is based on section 5.1.2.2 in TR 22.262, V14.1.0. 

Discrete automation encompasses all types of production that result in discrete products: cars, chocolate bars, etc. Automation that addresses the control of flows and chemical reactions is referred to as process automation (see Section <X.3>). Discrete automation requires communications for supervisory and open-loop control applications, as well as process monitoring and tracking operations inside an industrial plant. In these applications, a large number of sensors that are distributed over the plant forward measurement data to process controllers on a periodic or event-driven base. Traditionally, wireline field bus technologies have been used to interconnect sensors and control equipment. Due to the sizable extension of a plant (up to10 km2), the large number of sensors, rotary joints, and the high deployment complexity of wired infrastructure, wireless solution have made inroads into industrial process automation. 
This use case requires support of a large number of sensor devices per plant as well as high communication service availability (99,99%). Furthermore, power consumption is relevant since some sensor devices are battery-powered with a targeted battery lifetimes of several years while providing measurement updates every few seconds. Range also becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. End-to-end latency requirements typically range between 10 ms and 1 s. User experienced data rates can be rather low since each transaction typically comprises less than 256 bytes. However, there has been a shift from field busses featuring somewhat modest data rates (~ 2 Mbps) to those with higher data rates (~ 10 Mbps) due to the increasing number of distributed applications and also “data-hungry” application. An example for the latter is the visual control of production processes. For this application, the user experienced data rate is typically around 10 Mbps and the transmitted packets are much larger.
The existing wireless technologies rely on unlicensed bands. Communication is therefore vulnerable to interference caused by other technologies (e.g., WLAN). With the stringent requirements on transport reliability, such interference is detrimental to proper operation.

The use of licensed spectrum could overcome the vulnerability to same-band interference and therefore enable higher reliability. Utilization of licensed spectrum can be confined to those events where high interference bursts in unlicensed bands jeopardizes reliability and end-to-end latency constraints. This allows sharing the licensed spectrum between process automation and conventional mobile services.

Multi-hop topologies can provide range extension and mesh topologies can increase reliability through path redundancy. Clock synchronization will be highly beneficial since it enables more power-efficient sensor operation and mesh forwarding.
The corresponding industrial communication solutions are referred to as fieldbusses. The related standard suite is IEC 61158.
A typical process control application supports downstream and upstream flows between process controllers and sensors/actuators. The communication consists of individual transactions. The process controller resides in the plant network. This network interconnects via base stations to the wireless (mesh-) network which hosts the sensor/actuator devices. Typically, each transaction uses less than 100 bytes. An example of a controller-initiated transaction service flow is:

1.
The process controller requests sensor data (or an actuator to conduct actuation). The request is forwarded via the plant network and the wireless network to the sensors/actuators.

2.
The sensors/actuators process the request and send a replay in upstream direction to the controller. This reply may contain an acknowledgement or a measurement reading.

An example of a sensor/actuator device initiated transaction service flow:

1.
The sensor sends a measurement reading to the process controller. The request is forwarded via the wireless mesh and the plant network.

2.
The process controller may send an acknowledgement in opposite direction.

For both controller- and sensor/actuator-initiated service flows, upstream and downstream transactions may occur asynchronously.
Figure <X.2-1> depicts how communication may occur in process automation. In this use case, communication runs between process controller and sensor/actuator device via the plant network and the wireless mesh network. The wireless mesh may also support access for handheld devices for supervisory control or process monitoring purposes.
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Figure <X.2-1>: Communication path for service flows between process controllers and sensor/actuator devices. Step 1 (red): controller requests sensor data (or an actuator to conduct actuation). Step 2 (red): sensor sends measurement information (or acknowledges actuation) to controller.
<X.2.1>
Service area and connection density

Factory halls can be rather large and even quite high. We set the upper limit at 1.000 x 1.000 x 30 m. Note that the connection density might vary quite a bit throughout factory halls. It is, for instance much higher along an assembly line than in an overflow buffer. Also, the density usually increases toward the factory floor. Typically, there is at least one connection per 10 m2, which results in a connection density of up to 105 km-2.
<X.2.2>
Security

Network access and authorization in an industrial factory deployment is typically provided and managed by the factory owner with its ID management, authentication, confidentiality and integrity.

A comprehensive security framework for factories has been described in IEC 62443 [xb]. 
<X.3>
Process automation
Process automation has much in common with discrete automation (see Annex <X.2>). Instead of discrete products (cars, chocolate bars, etc.), process automation addresses the production of bulk products such as petrol and reactive gases. In contrast to discrete automation, motion control is of limited or no importance. Typical end-to-end latencies are 50 ms. User experienced data rates, communication service availability, and connection density vary a noticeably between applications. Below we describe one emerging use case (remote control via mobile computational units) and a contemporary use case (valve monitoring).
Note that discrete automation fieldbusses (see Annex <X.2>) are also used in process automation.
<X.3.1>
Remote control
Typically, monitoring and managing of distributed control systems takes place in a dedicated control room. However, manufacturers have voiced the need of having staff on location and of providing them with the same functionalities as staff in the control room. This can of staff deployment occurs, for instance, during construction and commissioning of a plant. In this scenario, the locally deployed staff taps into the same real-time data as provided to the control room. Remote control of processes requires high data rates (~ 100 Mps) since the control staff needs to view remote locations with high definition (e.g. emergency valves) and since their colleagues in the control room benefit from high-definition footage from body cameras (HD or even 4K). Also, since this kind of control may take place during critical process phases, a very high communication service availability is needed (99,9999%). Typically, only a handful of control personnel is deployed on location, so that the connection density is rather modest (~ 1.000 km-2).
<X.3.2>
Monitoring
Valve monitoring is a paramount task. Some valves are more conveniently accessed via wireless links, and monitoring via handheld terminals is also on the rise. This kind of application entails rather modest user experienced data rates (~ 1 Mps) and since this kind of data is only indicator for, e.g., what valve might need repair, and not for closed control loops, the requirement on communication service availability is comparably low (99,9%). However, many valves are deployed in chemical plants etc., so that connection density can readily reach 10.000 km-2.
<X.3.3>
Service area

While, for instance, chemical plants and refineries readily can span over several square kilometers, the dedicated control rooms are typically only responsible for a subset of that area. Such subsets are often referred to as plant, and their typical seize is 300 x 300 x 50 m.
<X.4>
Electricity distribution 
<X.4.1> Medium voltage

An energy-automation domain that hitherto has only seen very little application of mobile-network technology is the backhaul network, i.e. the part of the distribution grid between primary substations (high voltage ( medium voltage) and secondary substations (medium voltage ( low voltage). In Figure <X.4.1-1> we depict a medium-voltage ring together with energy-automation use cases that either are already deployed or are anticipated within the near future.
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Figure <X.4.1-1>: Functional, topological sketch of a medium-voltage ring. AMI: advanced metering infrastructure; CB: circuit breaker; DMS: distribution management system; FISR: fault isolation and system restoration; HEM: home energy manager; PQ: power quality; RMU: ring main unit.
The primary substation and the secondary substations are supervised and controlled by a distribution-management system (DMS). If energy-automation devices in the medium-voltage ring need to communicate with each other and /or the DMS, a wireless backhaul network needs to be present (orange “cloud” in Figure 1.4-1).
A majority of applications in electricity distribution adhere to the communication standard :  IEC 60870-5-104, however, its modern “cousin”, IEC 61850, experiences rapidly increasing popularity. The communication requirements for IEC 61850 applications can be found in EC 61850-90-4. Communication in wide-area networks is described in IEC 61850-90-12.
Usually, ring structures have to be open in order to avoid a power-imbalance in the ring (green dot in the Figure). Examples for energy-automation that already is implemented in medium-voltage grids (albeit in low numbers) are power-quality measurements and the measurement of secondary-substation parameters (temperature, power load, etc.) [xa]. Other use cases are demand response and the control of distributed, renewable energy resources (e.g., photovoltaics). 
A use case that could also be realised in the future is fault isolation and system restoration (FISR). This use case has the most stringent requirements toward the grid and is thus the basis for the requirements listed in S1-170094. The typical maximum end-to-end latency for such applications is 25 ms and the peak experienced data rate 10 Mbps. Note that the communication pattern might be “bursty”, i.e. only few automation telegrams are sent when the distribution network operates nominally (~ 1 kbps), but an FISR case triggers a short-lived avalanche of telegrams from related applications in the ring (~ 1 Mbps).
<X.4.1.1>
Service area and connection density

Service coverage is only required along the medium-voltage line. In Europe, the line often forms a loop (see Figure <X.4.1-1>) , while deployments in other countries, e.g. the USA, tend to extend linearly over distances up to ~ 100 km. The vertical dimension of the poles in a medium voltages line is typically less than 40 m. Especially in urban areas the number of ring main units can be rather large (> 10 km-2), and the number of connections to each ring main unit is expected to increase swiftly once economical, suitable wireless connectivity becomes available. We predict a connection density of up to 1.000 km-2.
<X.4.1.2>
Security
Due to its central role in virtually every country on earth, electricity distribution is heavily regulated. Security assessment for, e.g., deployments in North America, need to adhere to the NERC CIP suite [xc]. Technical implementations are described in standard suites such as IEC 62351.
<X.4.2>
Energy distribution – high voltage

<X.4.2.1>
Service area and connection density

<X.4.2.2>
Security

Due to its central role in virtually every country on earth, electricity distribution is heavily regulated. Security assessment for, e.g., deployments in North America, need to adhere to the NERC CIP suite [xc]. Technical implementations are described in standard suites such as IEC 62351.
<X.5>
Intelligent transport systems – infrastructure backhaul
<X.5.1>
Service area and connection density
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