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4
Overview

5
Use cases families

5.1
Higher reliability 
5.1.1
Description
The reliability of a communication is characterized by its reliability rate, defined as follows: the amount of sent packets successfully delivered to the destination within the time constraint required by the targeted service, divided by the total number of sent packets. Note that the reliability rate is evaluated only when the network is available (www.wikipedia.org).

In most use cases in this Critical Communications group, the data rates are moderate, and what matters most is that the messages are transmitted quickly and reliably. A high-reliability low-latency wireless connection with a high uplink bandwidth fulfils the requirements for industrial control applications, such as smart factory, power plant. The network coverage may be limited to a confined area, either indoor or outdoor, and often only authorised users and devices can attach to it. 
Reliability can be further enhanced by dedicating the radio interface to the specific industrial control application, and separating the required core network processing from other traffic in the network. Network slicing may be used to isolate the traffic from other traffic in the network, to allow for additional tailoring of services, and to avoid other traffic and users impacting users using services requiring "higher reliability" negatively.

Remote control of devices, such as, UAVs (Unmanned Aerial Vehicles) and ground-based vehicles fit well under "higher reliability"; the moving devices must be controlled quickly and reliably. The latency requirement is generally not as stringent as process automation. The data rates to transmit the control and measurement data are not very high but if the operation of the vehicle relies on a video feed, then the required data rates are higher. The pilot of the vehicle needs to be aware of the location of the vehicle. 
Another potential area is virtual presence where multiple people attend a virtual environment. However, the traffic scenario suggests that neither a very high reliability nor a very low latency may be required. 
5.1.2
Traffic scenarios
5.1.2.1
Traffic scenario for indoor
In industrial control systems, substation protection and control automates fault detection and isolation to prevent large scale power outage. For example, Merging Units (Mus) perform periodic measurements of power system components, and send sampled measurement data to a Protection Relay. When the Protection Relay detects a fault, it sends signals to trip circuit breakers. In this case, end-to-end latency is required as low as 1 ms, and packet loss rate is as low as           10-4 .[5.1]

In a more stringent case of factory automation, a controller periodically submits instructions to a set of sensors or actuators, which return a response within a cycle time. Transport is subject to stringent reliability requirements measured by the fraction of events where the cycle time could not be met (e.g. less than 10-9). [5.45]
In Smart factory, an extremely restricted requirement of reliability and latency is expected to guarantee the communication between Robots (e.g. automatic precise instruments assemble a car co-ordinately) and the communication between Robot and local Robot-control system. Similar but slightly different use case of cloud robots send video/audio of what it is seeing/hearing to the cloud in real time, receiving in return detailed information about the environment and action instructions. Using the cloud, a robot could improve capabilities such as speech recognition, language translation, autonomous car, path planning, and 3D mapping. [5.15][5.44]

Use case of virtual reality/virtual presence meeting using VR glasses in office environment will also require very reliable transmission of the video information to provide improved Quality of Experience (QoE). The reliability level for this service is for further study. [5.11]
5.1.2.2
Traffic scenario for urban area
The industrial process automation is a large scale extension of the factory automation distributed over a plant area of (up to 10km2). The use case requires support of a large number (up to 10k) of sensor devices per plant as well as highly reliable transport that can guarantee less than 10-5 packet loss rate. [5.46]
UAV applications demand [near 100%] reliability for transmission of the control information (e.g. location information, flying commands). The reliability shall be at the same level for current aviation Air Traffic Control (ATC). Priority, Precedence, Preemption (PPP) needed as failure to transmit communications in reliable and timely manner could result in loss of property or life. [5.12][5.18][5.54]

Use cases of real-time high quality video (e.g. full HD, 4K) live broadcast using UAV, or remote control of UAV by camera vision also require reliable data transmission. The minimum level of packet loss rate for this type of service is for further study.[5.12][5.18]

Tactile internet service involved in human perception or interaction also requires very high reliability. If the human operator operates a device that interacts with its surroundings, it is very important that he remains in full control of that device all the time. [5.14][5.17]
5.1.2.x
Traffic scenario for rural area
5.1.3
Potential requirements
Editor’s note : following requirements, numbers need further discussion and consolidation
Indoor: 

· The 3GPP system shall limit the duration of service  interruption for mission critical traffic. [5.1]
· The 3GPP system shall support improved reliability of 10-4 packet loss rate. [5.1]
·  Reliability, measured as the fractions of transactions that cannot meet the latency or jitter constraints, should remain below 10-9.[5.45]
·  The 3GPP system shall support extremely high reliability and extremely low latency [1-10 ms] for data transmission.[5.15]

Urban area : 

· Reliability for the transport of transactions, measured as the fractions of packet losses, should remain below 10-5.[5.46]
· Due to consequences of failure being loss of property or life, reliability goal is near 100%.[5.12]
· High reliability for fast-moving end-users (e.g. 120km/h); reliability goal is near 100%. [5.18]
· Near [100%] reliability as instability and crashing of UAV could result from loss of communications.  Control functions depend on this communication. [5.54]
· Reliability to be at the same level for current aviation Air Traffic Control (ATC). Link supports command and control of vehicles in controlled airspace. [5.12][5.18][5.54]
· Priority, Precedence, Preemption (PPP) mechanisms shall be used to ensure sufficient reliability metrics are reached.[5.12][5.18][5.54]
· The 3GPP System shall support very high reliability.[5.13][5.14]
The 3GPP system shall support extremely high reliability and extremely low latency [1-10 ms] for data transmission.[5.15]
5.2
Higher availability 
5.2.1
Description
Availability of service usually means the probability that an item will operate satisfactorily at a given point in time when used in an actual or realistic operating and support environment (www.wikipedia.org). The network availability is characterized by its availability rate X, defined as follows: the network is available for the targeted communication in X% of the locations where the network is deployed and X% of the time (NGMN white paper).

Note that some service availability is required by regulation such as positioning accuracy, however most availability issue is in a sense operator policy and deployment issue. Nevertheless, due to the different requirement and service level with respect to specific use case, the related coverage requirement needs to be studied. For example, the expected accuracy level of positioning may be different by usage area of indoor, underground car park, urban street or highway.  It is also generally not expected highly reliable service demanded only in specific spot such as factory needs to be available everywhere.
5.2.2
Traffic scenarios

5.2.2.1
Traffic scenario for indoor 
In industrial control systems, it is required that minimum data rate of 12.5Mbps and 10-4 packet loss rate shall be available in area where automation substations are installed.[5.1] 

In other use case of factory automation, communication range of no more than 10m ~ 20m is suggested in order to meet latency constraint of less than 1ms ~ 10ms and reliability constraint of less than 10-9. In this application, small to medium size manufacturing unit (e.g. 10m x 10m x 3m) with installation of large number of sensors and actuators (up to 300) is considered. [5.45]

Cloud robotics requires service environment that can provide less than 10ms of end-to-end latency. Home and industry premises are expected service area.[5.44]

In order for virtual presence service in office environment, high bandwidth (bidirectional) and low latency service is expected in full indoor coverage.[5.11]

5.2.2.2
Traffic scenario for urban area
A smart grid system aims at improving the efficiency of energy distribution and requires prompt reaction in reconfiguring the smart grid network in response to unforeseen events. One trip time latency between any two communicating points should be less than 8 ms for event-triggered message that may occur anytime. The device density can be in dense urban hundreds of UEs per square km, average urban around 15 UEs per square km and populated rural, max 1 UE per squared km.[5.1]

In process automation applications, a large number of sensors (~10k) that are distributed over the plant forward measurement data to process controllers on a periodic and/or event-driven base. Due to the sizable extension of the plant (~10km2), the large number of sensors and the high deployment costs of wired infrastructure, wireless solution have made inroads into industrial process automation. Also, range becomes a critical factor due to the low transmit power levels of the sensors, the large size of the plant and the high reliability requirements on transport. Further, multi-hop topologies can provide range extension and mesh topologies can increase reliability through path redundancy.[5.46]

In local UAVs collaboration, communication occurs node to node, when UAV is beyond line of sight communication occurs through the mobile network (WAN). Communication does not occur through a wireless controller (LAN) in this use case. Hence, near [100%] reliability as instability and crashing of UAV could result from loss of communications. [5.54]

5.2.2.x
Traffic scenario for rural area
In scenarios for eFarm using drone or outdoor live broadcast (e.g. Full HD, 4K), the drone flies in low altitude of [10-1000] meters, with the high speed as maximum as [300km/h], provide continuous wireless coverage, high speed uplink bandwidth at least [20Mbps]. Due to consequences of failure being loss of property or life, reliability goal is [near 100%.]. [5.12]
5.2.3
Potentional requirements
Editor’s note : following requirements, numbers need further discussion and consolidation
Indoor : 

· The 3GPP system shall support improved reliability as low as 10-4 and latency as low as 1 ms end-to-end in area where automation substations are installed. [5.1]
· The system shall provide high bandwidth (bidirectional) and low latency in full indoor coverage.[5.11]

Urban area : 

·  The 3GPP system shall limit the duration of service  interruption for mission critical traffic.[5.1]

Device density: dense urban hundreds of UEs per square km; urban: around 15 UEs per square km; populated rural: max 1 UE per squared km.
· The 3GPP system shall support up to 10k sensor nodes within an area of 10km2 and reliability below 10-5.[5.46]
· The 3GPP system shall support high reliability for fast-moving end-users (e.g. 120km/h); reliability goal is [near 100%]. Seamless connection for fast-moving end-users. Reliability to be at the same level for current aviation Air Traffic Control (ATC). Link supports command and control of vehicles in controlled airspace. [5.54]
Rural area :

· The 3GPP system shall support round trip latency less than [150 ms], including all network components.  Due to consequences of failure being loss of property or life, reliability goal is [near 100%.] Reliability to be at the same level for current aviation Air Traffic Control (ATC). Link supports command and control of vehicles in controlled airspace.[5.12]

5.3
Very low latency
5.3.1
Description
Extremely low latency communications is the capability required beyond 4G and its enhancements can support. Use cases of extreme real-time communications include: Truly immersive, proximal cloud driven virtual reality. Remote control of vehicles and robots, real-time control of flying/driving things. Remote health care, monitoring, diagnosis, treatment, surgery. 
The latency requirements can be expressed in terms of end-to-end latency or user plane latency. The end-to-end latency usually refers the latency perceived by the end user. It accounts for the time needed for the data packet to cross all the nodes up to the application server and back, which includes nodes of the 5G system and nodes potentially outside the 5G system. In contrast, the user plane latency is limited to the 5G system only. Both latency metrics approximately coincide when the application server is located within the 5G system.
5.3.2
Traffic scenarios

5.3.2.1
Traffic scenario for indoor 
Overall, mission critical services are expected to require significant improvements in end-to-end latency, ubiquity, security, and availability/reliability compared to UMTS/LTE/WiFi. Several industrial control applications require high reliability and very low end-to-end latency of (1 ms) whereas the data rate requirement may be relatively low. An example is automatic fault detection and isolation in power plant to prevent large scale power outage. In some case also high data rates may be required, e.g., in the uplink, to deliver live video stream to a physical operator, or a computer which then analyses the video and adapts the control to the situation (10s of Mbps per user in a dense environment).[5.1][5.13]
In the closed-loop control application in factory automation, the controller periodically submits instructions to a set of sensors and actuators, which return a response within a cycle time. The messages, referred to as telegrams, typically have small size (less than 50Bytes). The cycle time ranges between 2 and 20ms setting stringent latency constraints of (1ms ~ 10ms) on telegram forwarding. Additional constraints on isochronous telegram delivery add tight constraints on jitter will be (10-100us).[5.45]

In use case of Smart factory, an extremely restricted requirement of reliability and latency is expected to guarantee the communication between Robots (e.g. automatic precise instruments assemble a car co-ordinately) and the communication between Robot and local Robot-control system (1~10ms). In other use case of cooperatively working cloud robots, a cloud robot would send video/audio of what it is seeing/hearing and data collected to the cloud in real time, receiving in return detailed information about the environment and action instructions (less than 10ms). Using the cloud, a robot could improve capabilities such as speech recognition, language translation, autonomous car, path planning, and 3D mapping.[5.15][5.44]

In a high data rate zones (e.g. Office environments), a user wearing Virtual Presence glasses may interact with remote user in real time as if they were just in front of him.[5.11]
5.3.2.2
Traffic scenario for urban area
Tactile internet applications require extremely low latency and high reliability and security. Examples of extreme real-time communications include: Truly immersive, proximal cloud driven virtual reality. Remote control of vehicles and robots, real-time control of flying/driving things. Remote health care, monitoring, diagnosis, treatment, surgery. Human sensory system requires a millisecond or lower latency to give the impression of immediate response. If the force feedback from a remotely operated tool comes too late, the operation of the tool becomes difficult. If the visual feedback from a virtual or augmented reality headset arrives too late, the human operator may have nausea. Target 1ms delay implies endpoints must be physically close.  Maximum distance between endpoints depends on delay budget per link.[5.14][5.17]
In a situation where first aid personnel cannot arrive promptly to the scene of an emergency, UAVs could be used to collect video information on site and deliver emergency equipment. Assisted by real-time image and information sent back by UAV, manipulator at the console controls the UAV remotely flying through complex terrain and landing at the exact site where the accident happens . In this case, round trip latency should be less than [150 ms], including all network components.[5.18]
In a use case of UAV local vehicle collaboration, communication occurs node to node, when UAV is beyond line of sight communication occurs through the mobile network (WAN). Communication does not occur through a wireless controller (LAN) in this use case. Latency of [10 ms] is required as UAVs need altitude and position control loops to synchronize. Latency is required on the order of the control loop bandwidths.[5.54]

A smart grid system aims at improving the efficiency of energy distribution and requires prompt reaction in reconfiguring the smart grid network in response to unforeseen events. Throughput from 200 to 1521 bytes reliably delivered in 8 ms. One trip time latency between any two communicating points should be less than 8 ms for event-triggered message that may occur anytime. [5.1]
When voice is used in a highly interactive environment, e.g., a multiplayer game or a virtual reality meeting, the requirements on the low delay speech coding become tougher to meet, and current coding delays are too high. To support interactivity, the one-way delay for speech should be 10 ms (or lower).[5.50]
5.3.2.x
Traffic scenario for rural area
A user wants to survey, in real time, the fields and the state of the crops. He uses a drone and a remote control that are both connected to the mobile network. Due to low latency, he is able to control the drone and is also able to analyze, in real time, the video and infrared imaging of the fields that are streamed from the cameras and sensors. [5.12]
5.2.3
Potential requirements
Editor’s note : following requirements, numbers need further discussion and consolidation
Indoor :
· The 3GPP system shall support very low latency (~1 ms). [5.1][5.13]

· The 3GPP system shall support extremely high reliability and extremely low latency [1-10 ms] for data transmission.[5.15]
· The 3GPP system shall support end to end latency lower than 10ms.[5.44]
· The 3GPP system shall support cycle times of [1ms to 2ms.] Within the cycle time, both uplink and downlink transactions must be executed. Additional margin is needed for the sensor/actuator to process the request. Transaction jitter should be below 10usecs.[5.45]
Urban area :

· The 3GPP System shall support very low latency (~1 ms). [5.14]

· The 3GPP system shall support 1ms one-way delay between mobile devices and devices in the nearby internet.[5.17]
· The 3GPP system shall support round trip latency less than [150 ms], including all network components for remote UEs.[5.18]

· The 3GPP system shall support latency of [10 ms] as collaboration requires vehicle altitude and position control loops to synchronize. Latency is required on the order of the control loop bandwidths.[5.54]
· The 3GPP system shall support a [transaction latency of 50-100ms], defined as the overall cycle time between a sensor reading and action from process controller.[5.1]
· The 3GPP system shall support speech with very low (10ms) one-way service latency.[5.50]
Rural area : 

· Round trip latency less than [150 ms], including all network components.[5.12]

5.4
Higher accuracy positioning
5.4.1
Description
Higher accuracy positioning is addressed in many use cases involving fast-moving car or fast-moving robot. When a 3GPP system is considered for control of their movement, the time to determine their position and the reaction time must be short and very precise to avoid collisions with its surroundings. 
Another property highlighted with this capability is the latency to achieve the required accuracy. If we assume that the required accuracy for car's position must be 1 meter, and for the robot 10 cm, the two-way delay for positioning is 10-15 ms. The positioning can rely on the 3GPP system completely, partly, or not at all, but the action based on the position must be acted upon fast.
5.4.2
Traffic scenarios

5.4.2.1
Traffic scenario for indoor 
In a large shopping mall, a user finds a parking place in underground parking lot. With a location-based service, nearby available parking places can be precisely located with the accuracy less than 1m.[5.55]
5.4.2.2
Traffic scenario for urban area
Next generation high accuracy positioning will require the level of accuracy less than [1m] in more than [95%] of service area, including indoor, outdoor and urban environment. Specifically, network based positioning in three-dimensional space should be supported with accuracy from [10 m] to [<1 m] at [80%] of occasions, and better than [1 m] for indoor deployments.[5.55]
At an intersection, two approaching vehicles start measuring the location in 1m accuracy at every 100msec and exchange the information via V2V communication. The vehicles constantly calculate the course and adjust the speed. At the crossing point, the two vehicles safely pass the intersection at the time difference of 1 second, which is only 17m gap in the vehicle speed of 60Km/h.[5.55]
The positioning can rely on the 3GPP system completely, partly, or not at all, but the action based on the position must be acted upon fast. If we assume that the required accuracy for car's position must be 1 meter, and for the robot 10 cm, the two-way delay for positioning is 10-15 ms.[5.55]

UAVs could be used to collect video information on site and deliver emergency equipment. The UAV in flight sends back position information and other data from its carried sensor back to the manipulator. Assisted by real-time image and information sent back by UAV, manipulator at the console controls the UAV remotely flying through complex terrain and landing at the exact site where the accident happens.[5.12][5.18]
UAV Controller launches search UAVs. The lead UAV shares its current position with the follower UAVs. Follower UAVs calculate control changes necessary to reach the desired position in order to create a flight formation. [5.54]
5.4.2.x
Traffic scenario for rural area
5.4.3
Potential requirements
Indoor:

· The 3GPP system shall support  different configuration for accuracy according to different service requirements.[5.55]

Urban area : 

· The 3GPP system shall support higher accuracy location capability less than [3 m] at [80%] of occasions.[5.55]

NOTE:
[80%] of occasions means the probability of achieving the accuracy in total sampling. 
· Initial position fix time of UE shall be less than [10] seconds, and subsequent position fixes shall take no longer than [10~15ms], if required.[5.55]

· The two-way delay for positioning shall be no more than [10-15 ms].[5.55]
· The 3GPP system shall support co-existence with legacy 3GPP positioning service and migration to higher accuracy positioning service.[5.55]

· For drone control, position accuracy within [10 cm] to avoid damage to property or life in densely populated areas.[5.12]
· For UAV control, position accuracy within [10 cm] is required to avoid damage to property or life in densely populated areas.[5.18]
For UAV collaboration, position accuracy within [10 cm] due to multiple UAVs that may need to collaborate in close proximity to one another.[5.54]
6
Considerations

6.1
Considerations on security
For factory automation, all transactions should be sufficiently integrity- and confidentiality-protected.
Security to be provided at the level for current aviation Air Traffic Control (ATC) for command and control of vehicles in controlled airspace.

6.2
Considerations on charging

Text to be provided.

7
Consolidation of Potential Requirements

Summary of Performance Factors

	
	Indoor
	Urban Area
	Rural Area
	Miscellaneous
	

	Higher Reliability
	10-4 ~ 10-9
	10-5  or

near 100%
	
	
	

	Higher Availability
	fully available
	near 100%
	near 100%
	
	

	Very Low Latency
	1ms ~ 10ms
	1 / 10 / 50 / 100 / 150(ms)
	less than 150ms
	
	

	Higher Accuracy Positioning
	high
	3m in 80%

10cm (local)
	
	
	

	Others 1
	
	
	
	
	

	Others 2
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Annex <A>:  Mapping of Families, Scenarios and Use Cases

	Families
	
	Scenario
	
	Use Cases

	
	
	
	
	

	
	
	Indoor
	
	[5.1] Ultra-reliable communications

	
	
	
	
	

	Availability
	
	Urban
	
	[5.11] Virtual presence

	
	
	
	
	

	
	
	Rural
	
	[5.15] Localized real-time control

	
	
	
	
	

	
	
	
	
	[5.44] Cloud Robotics

	
	
	
	
	

	
	
	Indoor
	
	[5.45] Industrial Factory Automation

	
	
	
	
	

	Reliability
	
	Urban
	
	[5.12] Connectivity for drones

	
	
	
	
	

	
	
	Rural
	
	[5.14] Tactile Internet

	
	
	
	
	

	
	
	
	
	[5.17] Extreme real-time communications
 and the tactile internet

	
	
	
	
	

	
	
	Indoor
	
	[5.18] Remote Control

	
	
	
	
	

	Latency
	
	Urban
	
	[5.46] Industrial Process Automation

	
	
	
	
	

	
	
	Rural
	
	[5.54] Local UAV Collaboration

	
	
	
	
	

	
	
	
	
	[5.13] Industrial Control

	
	
	
	
	

	
	
	Indoor
	
	[5.50] Low-delay speech coding

	
	
	
	
	

	Positioning
	
	Urban
	
	[5.55] High Accuracy Enhanced Positioning
 (ePositioning)

	
	
	
	
	

	
	
	Rural
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


*************    End of Change ***************

