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Introduction

This contribution contains proposed text for a mobile terminated IPv4 requirement for the NIMTC TS.

Discussion 
Polling M2M terminals from an application server or service outside the mobile network operators core network is an extremely commonly occurring M2M practice in the current “premium M2M market segment” and is expected to continue for the “mass M2M market”.  The concern is that mobile networks often do not provide an externally routable IPv4 address due to the lack of IPv4 address space and the corresponding use of NATs (network address translators) at the edge of the MNO’s network.  Without an externally routable IPv4 address, the application server outside the MNO’s core network cannot directly contact the M2M terminal. There are several currently deployed solutions to this issue but none of them are scalable or efficient. Some of the current solutions include:

· Some MNOs offer routable IPv4 addresses to the M2M terminal as an additional service. Unfortunately, this is not scalable for millions of M2M devices due to the shortage of available IPv4 addresses.

· The M2M devices or the server can send keep-alives to maintain the route through the NAT. Regrettably; this is not scalable, reliable, or efficient as the keep-alives waste network resources and battery life. Keep-alives need to be sent quicker than the NAT times out which for UDP typically ranges from 30 -180 seconds.
· If the server has lost direct IPv4 contact with the M2M device, the server can send an SM to trigger the M2M device to re-originate contact with the application server.  There is often a large delay with this type of connection and it requires the M2M device to be addressable by the IMSI, which as TR 22.868 points out, is not scalable or cost effective.
· The MNO can create a custom APN for the MTC customer, then have the MTC customer create a secure connection to that APN, and then tunnel its local IP messages directly to that APN. The issues with this solution are; currently this solution comes at an additional expense to the MTC customer, requires additional initial configuration for the MNO and the MTC customer, has less efficient routing, and requires additional maintenance of the secured link. Sharing a generalized APN (an MTC APN for example) for multiple MTC customers would minimize the configuration issues to the MNO but would not solve the other issues list above and would also introduce additional security risks. 
Since this issue is traceable back to a lack of available routable IPv4 addresses and the corresponding use of NAT’s to solve this issue, if the application server is connected to the MNO’s gateway via an IPv6 network, this issue would not exists irrespective of what the MNO supports inside its network (IPv6 vs IPv4). The evolution path to IPv6 outside the MNO network will be very difficult to predict given its current deployment history. 
Although Section 5.5 of TR 22.868 considers the more general issue of addressing, this particular issue regarding IP connectively does not appear to be directly addressed. 

Proposal 

6
High-Level Service Requirements
6.1
Generic Service Requirements

6.1.1
General

6.1.2
Charging Requirements

6.1.3
Security Requirements
6.1.x
Scalability Requirements

The system shall provide an efficient and low latency method for an entity outside the MNO’s system to be able to initiate communications via a mobile terminated (MT) packet that is scalable, secure, and requires minimal initial configuration by the MNO and the MTC end user. The system should be scalable to simultaneously supporting 2^24 (~16 million) MTC terminals per gateway. The latency to deliver the MT packet to the MTC terminal should be less than 2 times the latency of a typical packet under equivalent conditions.  

