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Foreword

This Technical Specification (TS) has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

The advancement in the Automatic Speech Recognition (ASR) technology, coupled with the rapid growth in the wireless telephony market has created a compelling need for speech-enabled services. Voice-activated dialling has become a de facto standard in many of the mobile phones in the market today. The speech recognition technology has also been applied more recently to voice messaging and personal access services. A Voice Extensible Markup Language (Voice XML) has been designed to bring the full power of web development and content delivery to voice response applications. Voice portals that provide voice access to conventional graphically oriented services over the Internet are now becoming popular. Forecasts show that speech-driven services will play an important role on the 3G market. Users of mobile terminals want the ability to access information while on the move and the small portable mobile devices that will be used to access this information need improved user interfaces using speech input.

Speech-enabled services may utilize speech alone for input and output interaction, or may also utilise multiple input and output modalities leading to the multimodal services.  A brief overview of the speech-enabled services is presented in Chapter 4. The different ways of enabling speech recognition for the speech enabled services are described in chapter 5.  The scope of the report, references, definitions and abbreviations are detailed in the first few chapters.
[Comment: A WI proposal to extend the cope of the work to multi-modal solution is provided in S1-011015. usage scenarios within UE Split are discussed in S1-011014. We believe that such a Multi-modal work item is critical to extend the services beyond voice only services. Hopefully, such a work item will be approved.]
1
Scope

This Technical Report provides an study about the description of speech-enabled services and the different ways of enabling speech recognition for these services. This TR includes information applicable to network operators, service providers, terminal and network manufacturers.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies.

· A non-specific reference to an ETS shall also be taken to refer to later versions published as an EN with the same number.

2.1
Informative references
[1]
Yeshwant Muthuswamy, Priscilla Walther, “Applications and Requirements”, ETSI Aurora DSR Applications & Protocols sub-group, Nov. 10, 2000.

[2]
TSG  T2010652: Stephane Maes, “Support of Multi-modal and Multi-device browsers applications by 3GPP”.

[3]
D. Pearce, "Enabling new speech driven services for mobile devices: An overview of the ETSI standards activities for distributed speech recognition", Proc. of AVIOS'00, 2000.
[4]
3G TS 21.905: “Vocabulary for 3GPP Specifications”
3
Definitions and abbreviations

3.1
Definitions

tbd

3.2 Abbreviations

For the purposes of this document the following abbreviations apply:

DSR
Distributed Speech Recognition

GUI
Graphical User Interface

4
Speech-Enabled Services

Most traditional telephony-based speech-enabled applications can be divided into two groups [1]: 

1. Information applications : Here the user queries the service to retrieve some information from the web. Examples of this type of service include voice portals which provide weather reports, restaurant information, stock quotes, movie listings etc. 
2. Transaction-based applications: Unlike the information applications, here the user calls the service to execute specific transactions with a web server. Examples of this type of service include financial transactions (stock trading), travel reservations, e-commerce etc. 

Services that use speech modality alone are especially suited to the smaller size wireless devices in the market today. These devices have smaller screens and smaller or difficult-to-enter keyboards and are becoming increasingly difficult for GUI applications. 

Speech, however, has its own limitations. It is serial and the user may find it difficult to remember long ouputs. Even though, the speech recognition technology has matured over recent years, it is not a perfect technology and the recognition systems are still prone to errors, particularly in adverse operating conditions. It is thus obvious that each of the modalities, speech or visual, have their pros and cons.  The use of multiple modalities can yield a synergistic blend in which the strengths of each modality are used to overcome the weaknesses of a unimodal interaction, to result in more efficient user interfaces as compared to the unimodal ones. Some of the advantages of multimodal interaction include [2]: 

· Easy entry and access of data in wireless devices by combining multiple input & output modes

· Chosing the interaction mode that suits the task and circumstances

· Input: key, touch, stylus, voice...

· Output: display, tactile, audio...

· Enabling use of several devices in combination by exploiting the resources of multiple devices

4.1
Application Scenarios

In a typical transaction application scenario, involving speech as the input and output modality, the system may prompt the user to login using some ID or password. It then guides the user through the menus to provide the data required for the transaction. Once the user submits the data, the system completes the transaction and may provide feedback to the user using pre-recorded audio information or synthesized speech depending on the data.

An example of a multimodal airline reservation service, involving both speech and GUI, is shown below [2].
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Figure 1 Example of a multi-modal scenario

 5.
Speech Recognition Technology

Depending on the applications, the speech recognition engine can be implemented in different ways as explained below. The speech-driven applications include simple terminal based applications like voice dialling, command and control applications with limited vocabularies that facilitates the speech recogniser to be implemented solely in the terminal. However, more demanding applications like the dictation, time-table enquiry systems etc require a complex speech recognition system that would need lots of memory and computational resources - items that are scarce in todays portable devices. Hence these services today utilise a network based speech recognition system (Figure 2). These systems utilise the conventional speech channel for tranmission of speech and the complete speech recognition processing is done at the network side. A third type of implemention that has been talked about is the distributed speech recognition system (Figure 3). In distributed speech recognition (DSR) architecture the processing is distributed between the terminal and the network [3]. We can divide the speech recognition process into two modules:
[Note: In the context of this document, we recommend to consider the following configurations. Each could be the object of specification. Even client-side cases may gain to be specified to allow interoperability with server-side solutiosn when needed. Conversally distributed solution gain being interoperable with client-side engines when the application should remain functional in disconnected mode.
· Client-side speech engines:
This may include :

· Speech engines, audio sub-system and speech application within the same client device

· Speech engines, audio sub-systems and speech applications distributed across different client devices (e.g. in the context of UE Functionality Split – See some of the discussions in S1-011014).
In both cases, this may be associated to client side local applications or to downloaded speech application (e.g. VoiceXML page downloaded by a client-side voie browser).
As discussed in this document this requires:

· Appropriate CPU and memory to perform the speech recognition and text-to speech tasks

· Appropriate bandwith to download (when needed) the application (e.g. VoiceXML pages) and the application speech data files (e.g. grammars, language model, acoustic models, etc…) with an aprpriate delay. For example if new grammars must be downloaded as the application progress it is important to guarantee minimum dialog delay perceived by the user.

· Additional considerations like security, intellectual property of the speech data files or complexity / specialization of the requires speech engine functions may also prevent such configurations.
Multi-modal deployment are possible (e.g. fat-client configuration as described in [2])
· Network-based speech recognitio services:
· Scenarios that require network-based recognition typically include switching and navigation across different services. 
· Such solutions are typically limited in terms of the complexity of the speech applications. 
· They are generally speaker-independent menus etc… 
· Pre-loaded applications

· It is possible to consider other scenarios where the network-based functions monitors on-going speech exchanges to act on particular commands or keywords and to change the active application or service.
· Server-side speech recognition:

· Using a conventional voice channel

· Using a data channel to send voice:

· Encoded with a DSR optimized codec

· Encoded with a conventional VoIP codec

Typically server-side applications solve all the client-side limitations. However, they may introduce coding and transport distorsions.

Depending on the complexity of the speech application, the loss of accuracy introduced by conventional voice channels or codecs may be acceptable or not. When accuracy is critical or when the task is complex, we recommend DSR optimized codecs.

Multi-modal solutions can be deployed with thin client configurations and hybrid configurations as described in [2]. This requires using a data channel to send voice, when voice and dat aare not simulatenously available. In the meanwhile, in the absence of simulatenous voice and data and capability to use data channel sto send voice, multi-modal applications are limited to “sequential multi-modal”, where the user (or the application) must explicitly switch from voice to data connection to switch from voice to GUI interaction and vice-versa to retrun to voice interaction. 
In the examples and scenarios (server-side or network side) discussed so far in the document, it is assumed that the applications also server side (possibly elsewhere on the network). Multi-modal applications illustrate cases (see fat cient configuration with server-side speech recognition in [2]), where the speech application can be located on the client while the speech functions are on the server-side.  These cases introduce not only the requirement for a framework to distribute speech function, but also a set of protocols for speech engine remote control between the client application and the server-side engines. Such  protocol is also useful to support distribution of the speech functions on the server side.]
Feature extraction (front-end): This involves the conversion of input speech into a set of features that are relevant for recognition of speech.

Classification (Back-end): this module constitutes the real recognition process that matches the input speech features against one of the stored set of models and provides recognition results based on the grammar and input vocabulary.

In the DSR approach, the terminal hosts the feature extraction module, while the classification is done in the server. The speech features are usually compressed to reduce the transmission rate, error protection is added and transmitted through error protected data channels. [Note that the DSR approach does not necessary prevent the use of other conventional codecs (like AMR etc..) instead of DSR optimised codecs, provided that the exchange sis also associated to DSR session control and speech meta-information exchanges; a variation of figure 2 (see S1-010953, figure 1).]
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Figure 2 Illustration of Network Based Speech Recognition
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Figure 3 Ilustration of Distributed Speech Recognition Concept

Figure 4 shows the different components of a typical speech service, which may use either DSR or network based speech recognition and are explained below:

1. Voice Platform: The voice platform hosts the network side components needed for enabling speech service.

2. Speech Recogniser: Speech recogniser includes the speech recognition back-end  in the case of DSR and a complete speech recogniser in the case of a network based speech recognition system.

3. Text-to-Speech: This module converts the text into speech to be sent as speech output to the user.

4. Audio-Play and Record: This module facilitates the audio prompts to be played back to the user.

5. Voice Browser: The voice browser interprets the voice dialog between the user and the speech service.

6. Call Control: The call control module handles the telephony functions needed for the speech service.

7. Content Server: The content server hosts the web content, which is accessed by the voice platform through HTTP.

Please note that additional modules may be needed to enable multimodal services. [Notes. In our experience and based on the desire to support different interoperable configurations: thin and fat client configurations, hybrid etc… as discussed in [2], we need in addition:

8. Multi-modal synchronization: 
· interfaces to access DOM L2 types of events and perform view updates (see [2]) 

· Protocols to distribute these interfaces (e.g. remote DOM, easily implemenete d for example by SOAP – see [2])

9. Speech engine remote control protocols]

In addition, we do believe that when a DSR framework (with or without DSR optimized codecs) is considered, we need to add all the protocol stack considered in S1-010953, figure 1).
· Session control

· Codec negotiation / dynamic switches

· Speech meta–information. This may include items like: 

· Speech no-speech:

· Beginning of speech notification (marker)

· End of speech notification (marker)

· Silence detection (marker)

· End-point estimate (marker) (Speech reco definition)

· Barge-in detection or attention:

· End-of played prompt (marker)

· Barge-in events (marker)
· Decoded DTMF:

· digits

· strings

· durations

· DTMF Detection events

· Front-end and noise compensation parameters

· Tuning parameters for silence detection, speech detection via settings to control. 

· Server to client

· Client to server

· Front-end parameters:

· Client to server (current settings: e.g. transformation parameters)

· Server to client (*settings changes)

· Background noise level.

· Client messages

· Client settings:

· Volume control

· Client type

· User preferences

· Echo spoken text

· Echo recognized text

· Don't echo recognized text.
· Client events:

· Settings changes (new volume)

· Plugged-in new microphone (hands-free microphone)

· Push to talk information

· Client event barge-in:

· Client to server: stop playing.

· Dictation mode vs command and control

· Externally acquired parameters:

· Speed in a car environment, etc..

· Local noise level

· Noise level changes

· ID of selected input microphone in microphone array/multiple microphone systems.

· Speaker identity (local recognition).
· Security:

· Encryption notice / exchanges

· Annotations:

· Local recognition estimates: (Nbest lists, partial decoded scripts, context, hot words)

· Client to server

· Server to client (Answer)

· Data files updates:

· E.g. Expected grammar file (e.g. C&C)

· URI of data files

· Application specific:

· Reference to last prompt played.

· Speech frame markers:

· Exact frame position of a codec switch

· Echo

· Echo spoken text

· Echo recognized text

· Don't echo recognized text.
· Degree of interactivity: (maximum latency for recognition or response: dialog application versus query or dictation).

· From client to server

· Guaranteed transmission exchanges

· Packet confirmation request, 

· re-transmission requests.

· Confirmation exchanges

· Application specific exchanges :

· Engine asynchronous commands

· Data file pointers

· Result exchanges

· Other call control instructions :

· Where to forward results

· Where to forward DSR stream

· Where to forward annotated DSR stream.

· Call control instructions 

· Information on data interleaved with audio in RTP stream:

· Noise samples

· Prompt samples

· Information on other audio streams (e.g. Audio stream for speaker recognition)

· etc.. (non-exhaustive list)
While some of these items can be sent in-band interleaved with the RTP audio stream,  in [2], we recommend SOAP over SIP as a flexible, extensible mechanism to exchange this information in a standardized manner without having to standardized all these possible exchanges. 

This would require additional SOAP exchanges for the client and server to negotiate the meta-information that they understand.]
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Figure 4 Illustration of the architecture for a typical speech service in a 3G network using network side speech recognition resources

6.
Speech Recognition within 3GPP system

Editors note: Scenarios how to apply Speech Recognition within 3GPP system need to be developed.
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