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Abstract: This document is to update the use case for proximity based work task offloading in TR 22.876 clause 5.1. 
********** First Change *********
[bookmark: _Toc100743483]3	Definitions, symbols and abbreviations
[bookmark: _Toc100743484]3.1	Definitions
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK5]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
example: text used to clarify abstract rules by applying them literally.
Proximity-based work task offloading: based on 3rd party’s request, a relay UE receives data from a remote UE via direct device connection and performs calculation of a work task for the remote UE. The calculation result can be further sent to network server. 

********** Second Change *********
[bookmark: _Toc113618506]5	Split AI/ML operation between AI/ML endpoints for AI inference by leveraging direct device connection connection
[bookmark: _Toc113618507]5.1	Proximity based work task offloading for AI/ML inference 
[bookmark: _Toc113618508]5.1.1	Description

The model splitting is the most significant feature for AI inference. As some R18 use cases in TR 22.874[3] shows, the number of terminal computing layers and the amount of data transmission are corresponding to different model spliting points. For example, as figure x.1-1 shows, the general trend is that the more layers the UE calculated, the less intermediate data needs to be transmitted to application server. In another word, when UE has low computation capacity (e.g. due to low battery), the application can change the splitting point to let UE calaulate fewer layers while increasing the data rate in Uu for tranmistting a higher load of intermediate data to network. 
However, sometimes the data rate cannot be increased due to radio resource limitation, in such circumstances, UE with low computation capacity needs to offload the computation task to a proximity UE (likely a relay UE) but still keeping the computation service and let the proximity UE to send the calculated data to network. Thus, by offloading the work task using direct device connection, the orginal UE’s computation load will be released while the data rate in Uu interface will not necessarily be increased either, which leads to a more ideal performance.
[image: ]
Figure 5.1-1. Layer-level computation/communication resource evaluation for an AlexNet model (abstracted from subclause 5.1.1 in TR 22.874)
[bookmark: _Toc355779205][bookmark: _Toc354586743][bookmark: _Toc354590102][bookmark: _Toc113618509]5.1.2	Pre-conditions

A UE uses the AI model (AlexNet) for image recognition. As predetermined by application, there are 5 alternative spliting points which are corresponding to intermediate data size and data rate [13-14], while fewer the layers being calculated implies fewer the work load being performed by UE. The specific values are shown in the table below (it is abstracted from clause 5.1 Split AI/ML image recognition in TR22.874).
Table 5.1-1: Required UL data rate for different split points of AlexNet model for video recognition @30FPS (Frame Per Second)
	Split point
	Approximate output data size (MByte)
	Required UL data rate (Mbit/s)

	Candidate split point 0
(Cloud-based inference)
	0.15
	36

	Candidate split point 1
(after pool1 layer)
	0.27
	65

	Candidate split point 2
(after pool2 layer)
	0.17
	41

	Candidate split point 3
(after pool5 layer)
	0.02
	4.8

	Candidate split point 4
(Device-based inference)
	N/A
	N/A



[bookmark: _Toc355779206][bookmark: _Toc354586744][bookmark: _Toc354590103][bookmark: _Toc113618510]5.1.3	Service Flows



                
(a) 	no task offloading 	(b) task offloading by UE-B
Figure 5.1-3: Using direct device connection (sidelink) to realize the proximity-based work task offloading. In this case, the data rate on Uu need not be increased while the original UE’s computation load is offloaded
1. As shown in left(a) of Figure x.1-2, UE-A is doing image recognition using Alexnet Model as described in clause 5.4.2. It selects splitting point-3 for the AI inference. 
The E2E service latency (including image recognition latency and imtermediate data transmission latency) is 1 second. 
2. When the UE-A’s battery becomes low, it cannot afford the heavy work task for the AlexNet model (i.e. calculating layer 1-15 for AlexNet model in local side).
3. Being managed by 5G network, Tthe UE-A discovers UE-B (a Costomized Premise Equirement, CPE) which has installed the same model and is willing to take the offloading task from UE-A.  
Note: the 5G network does not store UE-A and UE-B’s location data. 
Then UE-A established the sidelink (direct device connection) to UE-B. During the sidelink establishment, the UE-B also get the information of the total service latency (including the image recognition latency and intermediate data transmission latency) and the processing time consumed by UE-A for computing layer 1-4. Since the UE-B has acquired the E2E service latency and the processing time consumed by UE-A, and also it knows its own processing time for computing layer 5-15, the UE-B can determine the QoS parameters applied to both Uu and Sidelink while keeping the E2E service latency same as the E2E service latency described in step-1. 
NOTE: It is assuming the UE-A and UE-B have the same computation capacity, i.e. the time used for computing the certain AlexNet model layers are the same for UE-A and UE-B. Otherwise, the data rate on Uu and Sidelink may be changed accordingly. 
4. The UE-A sends the intermediate data (data after calculating layer 1-4) to UE-B via sidelink and let UE-B makes further processing then transmit the intermediate data (data after calculating layer 5-15) to application server via Uu. The specific model layers being computed by UE-A and UE-B are shown in the right(b) in figure x.1-3.
5. UE-A continues to perform image recognition by leveraging sidelink and UE-B’s computation capacity while the source and destination IP address and the E2E service latency for the image recognition service is unchanged.
[bookmark: _Toc355779207][bookmark: _Toc354586745][bookmark: _Toc354590104][bookmark: _Toc113618511]5.1.4	Post-conditions

Thanks to UE-B’s help, the proximity-based work task offloading is performed. By doing so, 
-  it decreased the UE-A’s work task by letting UE-A to compute fewer layers of AlexNet model, which helps to meet the low battery condition happened to UE-A;
-  The UE-B computes the rest of layers which is originally from the UE-A’s work task;
-  the mobile network does not need to increase the QoS parameters such as guaranteed data rate because the intermediate data rate transmitted by UE-B is unchanged.
[bookmark: _Toc355779209][bookmark: _Toc354586747][bookmark: _Toc354590106][bookmark: _Toc113618512]5.1.5	Existing features partly or fully covering the use case functionality

In TS 22.261 clause 6.9, the description about the direct network connection mode and the indirect network connection mode as well as the service continuity for switching between the two modes have been described. They are summarized as below:
The UE (remote UE) can connect to the network directly (direct network connection), connect using another UE as a relay UE (indirect network connection), or connect using both direct and indirect connections.
The 5G system shall support different traffic flows of a remote UE to be relayed via different indirect network connection paths.
The 5G system shall be able to maintain service continuity of indirect network connection for a remote UE when the communication path to the network changes (i.e. change of one or more of the relay UEs, change of the gNB).
However, there is no proximity-based work task offloading which means that the “relay UE” not only performs the indirect network communication but also performs task computation for the “remote UE”. This may impact the current discovery mechanism, QoS determination on Uu and PC5, and charging aspect.
[bookmark: _Toc113618513]5.1.6	Potential New Requirements needed to support the use case
[bookmark: _Toc56982022][bookmark: _Toc91256624][bookmark: _Toc113618514]5.1.6.1	Potential Functionality Requirements
 [P.R.x.6-001] The 5G system shall have the means to modify the QoS of communication via direct device connectionpath.
NOTE 2:	The split point selection is dynamic. In consequence, the amount of intermediate data will vary. To maintain the end to end latency, the QoS is adjusted.
[P.R.x.6-002] The 5G system shall be able to collect charging information for proximity-based work task offloading.
[bookmark: _Toc113618515][bookmark: _GoBack]5.1.6.2	Potential KPI Requirements
Considering the widely-used AlexNet and VGG-16 model for proximity-based work task offloading, the following KPIs need to be supported:
Table 5.1-2	KPI requiremnts for proximity-based work task offloading
	
	UL data size
(for sidelink)
	UL data rate
(for sidelink)
	Intermediate data uploading latency (including sidelink+Uu)
	Image recognition latency

	AlexNet model with 30FPS (NOTE 1)
	0.15 - 0.02 Mbyte for each frame
	4.8 – 65 Mbit/s
	-  2ms for Rmote driving, AR displaying/gaming, and remote-controlled robotics;
-  10ms for video recognition;
-  100ms for One-shot object recognition, Person identification, or photo enhancement in smart phone
	1s

	VGG-16 model with 30FPS
	0.1 - 1.5 Mbyte for each frame
	24 - 720 Mbit/s
	
	1s

	NOTE 1: FPS stands for Frame Per Second



*******************End of Change*****************
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