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Question 17/12 would like to inform you of our on-going work to introduce limited revisionsin
Recommendation Y.1541, in order to expand its coverage and increase its usefulness and clarity.

We have attached the current draft for your review and comment, and to extend the invitation to

contribute in any of the areas noted in the text.
We summarise the changes to date in the list below:

Thisisthe fourth version of Revised Rec. Y.1541 (output from the January 2005 SG 12 meeting),
where the following items have been implemented and identified with revision marksin the text

(taking the second version as the baseline):

1. InFigure 1, GW Routers have become Edge Routersin Y.1540, and Y .1541 must follow that

change. The term "Bearer" has been expunged.

2. QoS class4 will be retained, since some service providers have found it useful. Furthermore, it
completes the matrix of possibilitiesfor IPTD, IPDV, and IPLR by providing a class where
effectively IPLR isthe only objective specified, since the 1 second mean IPTD is not very

restrictive.
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Such a copyright does not prevent the use of the material for itsintended purpose, but it prevents the reproduction of al or part of itina

publication without the authorization of ITU.
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Appendix X1 on Concatenating QoS values was added in February 2004. This version moves
the most of the text into the body of the Recommendation, as new clause 8 (none of this text
was controversial). Further development of the IPDV concatenation rules is anticipated, and this
isan active area of investigation.

4. New Security section 9 (now required in al Recommendations).
5. New Provisional classes have been added in Section 5.3.7.

A new note was added to Table 2/Y.1541, reflecting that any application listed could aso be
used in Class 5 with unspecified performance objectives, as long as the users are willing to
accept the level of performance prevalent during their session.

In clause 5.3.2 on evaluation intervals, the "provisiona" status of the suggested 1 minute
interval was removed. Also, it was clarified that the objectives would apply to any minute
measured.

Material on methods of measurement was added in clause 5.3.2, and RFC 3432 was added to
the bibliography.

Note that in the output of the June 2004 Q6/13 Experts Meeting, the following updates were
implemented:

1.

The scope now includes sub-T1 access rates (so long as the Table 1 objectives are met), as
discussed in Liaisons with SG 11.

The status of the Table 1 numerical objectives and classesis raised to "stable" in thisrevision,
consistent with WP-level discussions.

A new section has been added to distinguish the provisional status of new QoS
classes/objectives, anticipating the possible need to add classes.

Appendix VI has been updated to reflect the new Delay-sensitive Statistical Bandwidth Transfer
Capability of Y.1221.

The wording of various Notes has been broadened, consistent with the wide user application
applicability of Y.1541.

Additional revisions are planned or possible, as listed below:

1.

Revision and harmonisation of the numerous A ppendices. For example,

Appendices |11, 1V, and X might be combined to provide a more cogent feasibility study. Ata
minimum, G.107 (E-model) cal cul ations should be updated when that Rec. is revised.

Appendix | gives ATM support of IP QoS, isthis still relevant? 1t may be more useful to
replace this material with an Appendix on MPLS support of 1P QoS.

Appendix Il was needed to define IPDV prior to revision of Y.1540. The only material that may
be relevant is the discussion of IPDV quantiles, since the alternate definition for short-time
interval evaluation is now apart of Rec. G.1020.

Appendix V simply duplicates an Appendix in Y.1540 (measurement methods).
Appendix IX on Digital Video will be replaced

A new Appendix providing support for the objectivesin the Provisional Classes will be
prepared.

ATTACHMENT: Draft of Revised Rec. Y.1541 (TD 14revl(WP3/12))
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This is the fourth version of Revised Rec. Y.1541 (output from the January 2005 SG 12 meeting),
where the following items have been implemented and identified with revision marks in the text
(taking the second version as the baseline):

1. In Figure 1, GW Routers have become Edge Routers in Y.1540, and Y.1541 must follow that
change. Theterm "Bearer" has been expunged.

2. QoS class 4 will be retained, since some service providers have found it useful. Furthermore, it
completes the matrix of possibilities for IPTD, IPDV, and IPLR by providing a class where
effectively IPLR is the only objective specified, since the 1 second mean IPTD is not very
restrictive.

3. Appendix XI on Concatenating QoS values was added in February 2004. This version moves the
most of the text into the body of the Recommendation, as new clause 8 (none of this text was
controversial). Further development of the IPDV concatenation rules is anticipated, and thisis an
active area of investigation.

New Security section 9 (now required in all Recommendations).
New Provisional classes have been added in Section 5.3.7.

6. A new note was added to Table 2/Y.1541, reflecting that any application listed could also be
used in Class 5 with unspecified performance objectives, as long as the users are willing to
accept the level of performance prevalent during their session.

7. Inclause 5.3.2 on evaluation intervals, the "provisional" status of the suggested 1 minute interval
was removed. Also, it was clarified that the objectives would apply to any minute measured

8. Material on methods of measurement was added in clause 5.3.2, and RFC 3432 was added to the
bibliography.

In the second version of Revised Rec. Y.1541 (output of the June 2004 Q6/13 Experts Meeting) the
following updates were implemented:

1. The scope now includes sub-T1 access rates (so long as the Table 1 objectives are met), as
discussed in Liaisons with SG 11.
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2. The status of the Table 1 numerical objectives and classes is raised to "stable" in this revision,
consistent with WP-level discussions.

3. A new section has been added to distinguish the provisiona status of new QoS
classes/objectives, anticipating the possible need to add classes.

4. Appendix VI has been updated to reflect the new Delay-sensitive Statistical Bandwidth Transfer
Capability of Y.1221.

5. The wording of various Notes has been broadened, consistent with the wide user application
applicability of Y.1541.

Additional revisions are planned or possible, as listed below:
1. Revision and harmonisation of the numerous Appendices. For example,

e Appendiceslll, IV, and X might be combined to provide a more cogent feasibility study. At
aminimum, G.107 (E-model) calculations should be updated when that Rec. is revised.

* Appendix | gives ATM support of IP QoS, is this still relevant? It may be more useful to
replace this material with an Appendix on MPLS support of 1P QoS.

e Appendix Il was needed to define IPDV prior to revision of Y.1540. The only material that
may be relevant is the discussion of IPDV quntiles, since the alternate definition for short-
timeinterval evaluation is now apart of Rec. G.1020.

* Appendix V ssimply duplicates an Appendix in Y.1540 (measurement methods).
» Appendix IX on Digital Video will be replaced

« A new Appendix providing support for the objectives in the Provisional Classes will be
prepared.
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| TU-T Recommendation Y.1541

Networ k performance objectivesfor | P-based services

Summary

This Recommendation defines classes of network Quality of Service (QoS), and specifies
provisional objectives for Internet Protocol network performance parameters. These classes are
intended to be the basis for agreements among network providers, and between end users and their
network providers.

Appendix | provides information about how ATM might support IP layer performance. Appendix |1
discusses aternatives for defining IP delay variation. The material in Appendix 11 will eventualy be
incorporated into ITU-T Rec. Y.1540. Appendix Ill presents the Hypothetical Reference Paths
against which the Y.1541 QoS objectives were tested for feasibility. Appendix IV gives example
computations of packet delay variation. Appendix V discusses issues that must be considered
whenever IP measurements are made. Appendix VI describes the relationship between this
Recommendation and the IETF defined mechanisms for managing QoS. Appendix VII discusses the
packet transfer delay objective and how it relates to other Recommendations. Appendix VIII
presents a Bibliography. Appendix IX discusses potential applications of 1P Networks. Appendix X
give estimates of speech transmission quality for the Hypothetical Reference Paths of Appendix I11.
Appendix XI gives the rules for concatenating the performance levels of two or more Network
Sections to determine whether the UNI-UNI objectives are met.

Source

The origina 1TU-T Recommendation Y.1541 was prepared by ITU-T Study Group 13 (2001-2004)
and approved under the WTSA Resolution 1 procedure on 7 May 2002.
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| TU-T Recommendation Y.1541

Networ k performance objectivesfor | P-based services

1 Scope

This Recommendation specifies IP performance values to be achieved internationally for each of
the performance parameters defined in ITU-T Rec. Y.1540. Some of these values depend on which
network Quality of Service (QoS) class the end-users and network providers agree on. This
Recommendation defines six different network QoS classes. This Recommendation applies to
international end-to-end IP network paths. The network QoS classes defined here are intended to be
the basis of agreements between end-users and network service providers, and between service
providers. The classes should continue to be used when static agreements give way to dynamic
requests supported by QoS specification protocols.

The limited number of QoS classes defined here support a wide range of applications, including the
following: rea time telephony, multimedia conferencing, and interactive data transfer. While the
performance needs of these applications are more demanding than most, there may be other
applications that require new or revised classes. Any desire for new classes must be balanced with
the requirement of feasible implementation, and the number of classes must be small for
implementations to scale in global networks.

The QoS objectives are primarily applicable when access link speeds are at the T1 or E1 rate and
higher. This limitation recognizes that 1P packet seriaization timeisincluded in the definition of IP
Packet Transfer Delay (IPTD), and that sub-T1 access rates can produce serialization times of over
100 ms for packets with 1500 octet payloads. Also, Y.1541 effectively requires the deployment of
Network QoS mechanisms on access devices in order to achieve the IP Packet Delay Variation
(IPDV) objective, especialy when the access rate is low (e.g., T1 rate). However, even lower
access rates may be used if:

1. Network planners understand the effect of additional seriadisation time on the User-Network
Interface (UNI) to UNI objective for IPTD.

2. QoS mechanisms limit the access contribution to IPDV, and the UNI to UNI objective for IPDV
is met. The current IPDV objective is necessary to achieve high quality application
performance, as Appendices I11 and X of Y.1541 clearly show.

Editor's Note: This paragraph currently describes the trade-offs between access
speed and network objectives, effectively providing a rationale for the original lower
limit of T1 rate access and cautions for use of sub-T1 rates. It may be preferable to
agree on a new, lower access rate limit, if possible. Contributions are invited,
especially in the areas of access technologies with asymmetrical transmission rates.

This Recommendation provides the network QoS classes needed to support user-oriented QoS
Categories. Accordingly, this Recommendation is consistent with the general framework for
defining quality of communication services in ITU-T Rec. G.1000, and with the end-user
multimedia QoS categories needed to support user applications givenin ITU-T Rec. G.1010.

NOTE — This Recommendation utilizes parameters defined in ITU-T Rec. Y.1540 that can be used to

characterize IP service provided using IPv4; applicability or extension to other protocols (e.g. IPv6) is for
further study.
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ITU-T Recommendation G.114 (2000), One-way transmission time.

ITU-T Recommendation G.109 (1999), Definition of categories of speech transmission
quality.

ITU-T Recommendation G.826 (1999), Error performance parameters and objectives for
international, constant bit rate digital paths at or above the primary rate.

ITU-T Recommendation 1.113 (1997), Vocabulary of terms for broadband aspects of SDN.

ITU-T Recommendation 1.350 (1993), General aspects of quality of service and network
performance in digital networks, including |SDNs.

ITU-T Recommendation Y.1540 (1999), Internet protocol data communication service —
| P packet transfer and availability performance parameters.

I[ETF RFC 791 (STD-5) 1981, Internet Protocol, DARPA Internet Program Protocol
Soecification.

ITU-T Recommendation Y.1231 (2000), IP Access Network Architecture.

ITU-T Recommendation E.651 (2000), Reference connections for traffic engineering of IP
access networks.

ITU-T Recommendation G.1000 (2001), Communications Quality of Service: A framework
and definitions.

ITU-T Recommendation G.1010 (2001), End-user multimedia QoS categories.

ITU-T Recommendation Y.1221 (2002), Traffic control and congestion control in IP-based
networks.

ITU-T Recommendation G.107 (2002), The E-Model, a computational model for use in
transmission planning.

ITU-T Recommendation G.108 (1999), Application of the E-model: A planning guide.
Implementors' Guides No. 1 and No. 2 for Recommendation G.114.

Abbreviations

This Recommendation uses the following abbreviations:

AF

ATM
CBR
CDV
CER

Assured Forwarding
Asynchronous Transfer Mode
Constant Bit Rate

Cell Delay Variation

Cell Error Ratio
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CLR Cell Loss Ratio

CS Circuit Section

DS Differentiated Services

DST Destination host

E1l Digital Hierarchy Transmission at 2.048 Mbit/s

E3 Digital Hierarchy Transmission at 34 Mbit/s

EF Expedited Forwarding

FIFO First-1n, First-Out

FTP File Transfer Protocol

GW Gateway Router

HRE Hypothetical Reference Endpoint

HRP Hypothetical Reference Path

HTTP Hypertext Transfer Protocol

IETF Internet Engineering Task Force

IP Internet Protocol

IPDV IP packet delay variation

IPER IP packet error ratio

IPLR IP packet lossratio

IPOT Octet based IP packet Throughput

IPPT I P Packet Throughput

IPRE IP packet transfer Reference Event

IPTD IP Packet Transfer Delay

ISP Internet Service Provider

ITU-T International Telecommunication Union — Telecommunication Standardization Sector
LL Lower Layers, protocols and technology supporting the IP layer
Mav The minimum number of packets recommended for assessing the availability state
MP Measurement Point

MPLS Multi-Protocol Label Switching
MTBISO Mean Time between IP Service Outages
MTTISR Mean Timeto IP Service Restora

N The number of packetsin athroughput probe of size N
NS Network Section

NSE Network Section Ensemble

NSP Network Service Provider

OSPF Open Shortest Path First



-9-
TD 14revl (WP 3/12)

PDB Per Domain Behavior

PDH Plesiosynchronous Digital Hierarchy

PHB Per Hop Behavior

PIA Percent IP service Availability

PIU Percent IP service Unavailability

pkt IP datagram (1P packet)

QoS Quality of Service

R Router

RFC Request for Comment

RSVP Resource Reservation Protocol

RTP Real-Time Transport Protocol

SDH Synchronous Digital Hierarchy

SPR Spurious Packet Ratio

SRC Source host

STD Standard

T1 Digital Hierarchy Transmission at 1.544 Mbit/s
T3 Digital Hierarchy Transmission at 45 Mbit/s
Tav Minimum length of time of IP availability; minimum length of time of IP unavailability
TBD To Be Determined

TCP Transmission Control Protocol

TDMA Time Division Multiple Access

T max Maximum IP packet delay beyond which the packet is declared to be lost
ToS Type of Service

TTL TimeTo Live

UDP User Datagram Protocol

UNI User Network Interface

4 Transfer capacity, capacity agreements, and the applicability of QoS classes

This clause addresses the topic of network transfer capacity (the effective bit rate delivered to a
flow over a time interval), and its relationship to the packet transfer Quality of Service (Qo0S)
parameters defined in ITU-T Rec. Y.1540, and objectives specified here.

Transfer Capacity is a fundamental QoS parameter having primary influence on the performance
perceived by end-users. Many user applications have minimum capacity requirements; these
reguirements should be considered when entering into service agreements. ITU-T Rec. Y.1540 does
not define a parameter for capacity, however, it does define the Packet Loss parameter. Lost bits or
octets can be subtracted from the total sent in order to provisionally determine network capacity. An
independent definition of capacity isfor further study.
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It is assumed that the user and network provider have agreed on the maximum access capacity that
will be available to one or more packet flows in a specific QoS class (except the Unspecified class).
A packet flow is the traffic associated with a given connection or connectionless stream having the
same source host (SRC), destination host (DST), class of service, and session identification. Other
documents may use the terms microflow or subflow when referring to traffic streams with this
degree of classification. Initially, the agreeing parties may use whatever capacity specifications they
consider appropriate, so long as they allow both network provider enforcement and user
verification. For example, specifying the peak bit rate on an access link (including lower layer
overhead) may be sufficient. The network provider agrees to transfer packets at the specified
capacity in accordance with the agreed QoS class.

When the protocols and systems that support dynamic requests are available, the user will negotiate
a traffic contract. Such a contract specifies one or severa traffic parameters (such as those defined
inITU-T Rec. Y.1221 [12], or RSV P) and the QoS class, and applies to a specific flow.

The network performance objectives may no longer be applicable when there are packets submitted
in excess of the capacity agreement or the negotiated traffic contract. If excess packets are
observed, the network is alowed to discard a number of packets equal to the number of excess
packets. Such discarded packets are not counted as lost packets in assessing the network's IPLR
performance.

It is a network privilege to define its response to flows with excess packets, possibly based on the
number of excess packets observed. When a flow includes excess packets, no network performance
commitments need be honoured. However, the network may offer modified network performance
commitments.

5 Network performance objectives

This clause discusses objectives for the user information transfer performance of public IP services.
These objectives are stated in terms of the IP layer performance parameters defined in ITU-T
Rec. Y.1540. A summary of the objectives can be found in Table 1 together with its associated
general notes. All valuesin Table 1 are stable.

NOTE — From a users perspective, network QoS aobjectives contribute only part of the transmission
performance (e.g., mouth-to-ear quality in voice over IP). Appendix VII provides pointers to the appropriate
Recommendations in this area.

51 General discussion of QoS

The QoS class definitions in Table 1 present bounds on the network performance between user
network interfaces (UNI). Aslong as the users (and individual networks) do not exceed the agreed
capacity specification or traffic contract, and a path is available (as defined in ITU-T Rec. Y.1540),
network providers should collaboratively support these UNI-to-UNI bounds for the lifetime of the
flow.

The actual network QoS offered to a given flow will depend on the distance and complexity of the
path traversed. It will often be better than the bounds included with the QoS class definitions in
Table 1.

Static QoS class agreements can be implemented by associating packet markings (e.g. Type of
Service precedence bits or Diff-Serv Code Point) with a specific class.

Protocols to support dynamic QoS requests between users and network providers, and between
network providers, are under study. When these protocols and supporting systems are implemented,
users or networks may request and receive different QoS classes on a flow-by-flow basis. In this
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fashion, the distinct performance needs of different services and applications can be communicated,
evaluated, and acknowledged (or rejected, or modified).

52 Reference path for UNI to UNI QoS

Each packet in a flow follows a specific path. Any flow (with one or more packets on a path) that
satisfies the performance objectives of this clause can be considered fully compliant with the
normative recommendations of Y.1541.

NOTE - The phrase "End-to-End" has a different meaning in Recommendations concerning user QoS
classes, where end-to-end means, for example, from mouth to ear in voice quality Recommendations. Within
the context of this Recommendation end-to-end, however, has to be understood as from UNI to UNI.

The UNI-to-UNI performance objectives are defined for the IP performance parameters
corresponding to the IP packet transfer reference events (IPRES). The UNI-to-UNI IP performance
objectives apply from User Network Interface to User Network Interface in Figure 1. The UNI-to-
UNI IP network path includes the set of Network Sections (NS) and inter-network links that provide
the transport of |P packets transmitted from the UNI at the SRC side to the UNI at the DST side; the
protocols below and including the IP layer (layer 1 to layer 3) may also be considered part of an IP
network. NS are synonymous with operator domains, and may include IP Access Network
Architectures as described in ITU-T Recs. E.651 and Y.1231. This Reference Path is an adaptation
of the Y .1540 Performance Model.

D
SRC IP Network Cloud ST
' /\ g/_\ '
TE ER ER| ... [ER ER| ... |ER ER TE
LAN v v \_/ LAN
- - -
X ; . Network Section Network Section Network Section ;

Custo[ner Installation end-end IP Network (Network QoS) Customer InsBaIIation

User-to-User Connection (Teleservice QoS)

Edge
Router

UNI

TE |Terminal Equipment ER @ Protocol Stack B User-Network Interface

Note that Customer Installation equipment (shaded area) isfor illustrative purposes only.

Figure 1/Y.1541 — UNI-to-UNI reference path for network QoS objectives

The Customer Installation includes all Terminal Equipment (TE), such as a host and any router or
LAN if present. There will be only one human User in some applications. It is important to note
that, specifications for TE and the User-to-User Connection are beyond the scope of this
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Recommendation. The gateways that connect with terminal equipment may also be called Access
Gateways.

Reference Paths have the following attributes:

1
2)
3)

4)
5)
6)

5.3

IP clouds may support User-to-User connections, User-to-Host connections, and other
endpoint variations.

Network Sections may be represented as clouds with Gateway routers on their edges, and
some number of interior routers with various roles.

The number of Network Sections in a given path may depend upon the Class of Service
offered, along with the complexity and geographic span of each Network Section.

The scope of this Recommendation allows one or more Network Sectionsin a path.
The Network Sections supporting the packets in aflow may change during itslife.

IP connectivity spans international boundaries, but does not follow circuit switched
conventions (e.g. there may not be identifiable gateways at an international boundary if the
same network section is used on both sides of the boundary).

Network QoS classes

This subclause describes the currently defined network QoS classes. Each network QoS class
creates a specific combination of bounds on the performance values. This subclause includes
guidance as to when each network QoS class might be used, but it does not mandate the use of any
particular network QoS class in any particular context.

Table 1/Y.1541 - P networ k QoS class definitions and
network performance objectives

Network Nature of network QoS Classes
performance performance Class5
par ameter obj ective Class0 | Class1 Class 2 Class3 | Class4 Unspecified

IPTD Upper bound on the 100ms | 400 ms 100 ms 400 ms 1s U
mean IPTD (Note 1)

|PDV Upper bound on the 50 ms 50 ms U U U U
1-10" quantileof | (Note3) | (Note3)
IPTD minusthe
minimum IPTD
(Note 2)

IPLR Upper boundonthe | 1x107° | 1x10° | 1x10° | 1x10° | 1x107 U
packet loss (Note4) | (Note4)
probability

IPER Upper bound 1x 107 (Note 5) u

General Notes:

The objectives apply to public IP Networks. The objectives are believed to be achievable on common IP network
implementations. The network providers commitment to the user isto attempt to deliver packetsin a way that
achieves each of the applicable objectives. The vast mgjority of I1P paths advertising conformance with ITU-T Rec.
Y .1541 should meet those objectives. For some parameters, performance on shorter and/or less complex paths may
be significantly better.

An evaluation interval of 1 minute is previsionalhy-suggested for IPTD, IPDV, and IPLR, and in all cases, the
interval must be reported. Any minute observed should meet these objectives.

Individual network providers may choose to offer performance commitments better than these objectives.
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Table 1/Y.1541 - P network QoS class definitions and
network performance objectives

"U" means "unspecified” or "unbounded”. When the performance relative to a particular parameter isidentified as
being "U" the ITU-T establishes no objective for this parameter and any default Y.1541 objective can be ignored.
When the objective for a parameter is set to "U", performance with respect to that parameter may, at times, be
arbitrarily poor.

NOTE 1 —Very long propagation times will prevent low end-to-end delay objectives from being met. In these and
some other circumstances, the IPTD objectivesin Classes 0 and 2 will not always be achievable. Every network
provider will encounter these circumstances and the range of IPTD objectivesin Table 1 provides achievable QoS
classes as aternatives. The delay objectives of a class do not preclude a network provider from offering services
with shorter delay commitments. According to the definition of IPTD in ITU-T Rec. Y.1540, packet insertion timeis
included in the IPTD objective. This Recommendation suggests a maximum packet information field of 1500 bytes
for evaluating these objectives.

NOTE 2 — The definition and nature of the IPDV objective is under study. See Appendix |1 for more details.

NOTE 3 —Thisvalue is dependent on the capacity of inter-network links. Smaller variations are possible when all
capacities are higher than primary rate (T1 or E1), or when competing packet information fields are smaller than
1500 bytes (see Appendix 1V).

NOTE 4 — The Class 0 and 1 objectives for IPLR are partly based on studies showing that high quality voice
applications and voice codecs will be essentially unaffected by a 102 IPLR.

NOTE 5 — This value ensures that packet loss is the dominant source of defects presented to upper layers, and is
feasible with I P transport on ATM.

5.3.1 Nature of the network performance objectives

The objectives in Table 1 apply to public IP networks, between MPs that delimit the end-to-end IP
network. The objectives are believed to be achievable on common implementations of 1P Networks.

The left-hand part of Table 1 indicates the statistical nature of the performance objectives that
appear in the subsequent rows.

The performance objectives for IP packet transfer delay are upper bounds on the underlying mean
IPTD for the flow. Although many individual packets may have transfer delays that exceed this
bound, the average IPTD for the lifetime of the flow (a statistical estimator of the mean) should
normally be less than the applicable bound from Table 1.

The performance objectives for 2-point |P Packet Delay Variation are based on an upper bound on
thel-10" quantile of the underlying IPTD distribution for the flow. The 1 — 107 quantile allows
short evaluation intervals (e.g. a sample with 1000 packets is the minimum necessary to evaluate
this bound). Also, this alows more flexibility in network designs where engineering of delay
buildout buffers and router queue lengths must achieve an overall IPLR objective on the order of
10~ Use of lower quantile values will result in under-estimates of de-jitter buffer size, and the
effective packet loss would exceed the overal IPLR objective (e.g. an upper quantile of 1 — 1072
may have an overall packet loss of 1.1%, with IPLR = 10_3). Other statistical techniques and
definitions for IPDV are being studied as described in Appendix I, and Appendix 1V discusses
IPDV performance estimation.

The performance objectives for the IP packet 10ss ratios are upper bounds on the IP packet loss for
the flow. Although individual packets will be lost, the underlying probability that any individual
packet islost during the flow should be less than the applicable bound from Table 1.

Objectives for less-prevalent packet transfer outcomes and their associated parameters are for
further study, such as the Spurious Packet Ratio (SPR) defined in ITU-T Rec. Y.1540.
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5.3.2 Evaluation intervalsand reporting requirements

The objectives in Table 1 cannot be assessed instantaneously. Evaluation intervals produce subsets
of the packet population of interest (as defined in ITU-T Rec. Y.1540). Idedly, these intervals are:

. Sufficiently long to include enough packets of the desired flow, with respect to the ratios
and quantiles specified.

. Sufficiently long to reflect a period of typical usage (flow lifetime), or user evaluation.

. Sufficiently short to ensure a balance of acceptable performance throughout each interval

(intervals of poor performance should be identified, not obscured within a very long
evaluation interval).

. Sufficiently short to address the practical aspects of measurement.

For evaluations associated with telephony, a minimum interval of the order of 10 to 20 seconds is
needed with typical packet rates (50 to 100 packets per second), and intervals should have an upper
[imit on the order of minutes. A value of 1 minute is provisienraly-suggested, and in any case, the
value used must be reported, along with any assumptions and confidence intervals. Any minute
observed should meet the IPTD, IPDV, and IPLR objectives of Table 1/Y.1541. Minimally
acceptabl e estimation methodol ogies are intended for future revisions of this Recommendation.

Methods to verify achievement of the objectives are for further study. Either continuous or non-
continuous evaluation may be used. One possible method of measurement is given in RFC 3432,
"Network Performance Measurement with Periodic Streams," where the requirement for random
measurement_start times and evaluation intervals of finite length result in a non-continuous
evaluation.

5.3.3 Packet sizefor evaluation

Packet size influences the results for most performance parameters. A range of packet sizes may be
appropriate since many flows have considerable size variation. However, evaluation is ssmplified
with a single packet size when evaluating IPDV, or when the assessment target flows that support
constant bit rate sources, and therefore a fixed information field size, is recommended. Information
fields of either 160 octets or 1500 octets are suggested, and the field size used must be reported.
Also, an information field of 1500 octets is recommended for performance estimation of IP
parameters when using lower layer tests, such as bit error measurements.

534 Unspecified (Unbounded) performance

For some network QoS classes the value for some performance parameters is designated "U". In
these cases, the ITU-T sets no objectives regarding these parameters. Network operators may
unilaterally elect to assure some minimum quality level for the unspecified parameters, but the
ITU-T will not recommend any such minimum.

Users of these QoS classes should be aware that the performance of unspecified parameters can, at
times, be arbitrarily poor. However, the general expectation is that mean IPTD will be no greater
than 1 second.

NOTE — The word "unspecified" may have a different meaning in Recommendations concerning B-ISDN
signalling.

5.3.5 Discussion of the IPTD objectives

Very long propagation times will prevent low UNI-to-UNI delay objectives from being met, e.g. in
cases of very long geographical distances, or in cases where geostationary satellites are employed.
In these and some other circumstances, the IPTD objectives in Classes 0 and 2 will not always be
achievable. It should be noted that the delay objectives of a class do not preclude a network
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provider from offering services with shorter delay commitments . Any such commitment should be
explicitly stated. See Appendix Il for an example calculation of IPTD on a globa route. Every
network provider will encounter these circumstances (either as a single network, or when working
in cooperation with other networks to provide the UNI-to-UNI path), and the range of IPTD
objectives in Table 1 provides achievable network QoS classes as aternatives. Despite different
routing and distance considerations, related classes (e.g. Classes 0 and 1) would typicaly be
implemented using the same node mechanisms.

According to the definition of IPTD in ITU-T Rec. Y.1540, packet insertion time isincluded in the
IPTD objectives. This Recommendation suggests a maximum packet information field of
1500 bytes for evaluating the objectives.

5.3.6 Guidanceon class usage

The following table gives some guidance for the applicability and engineering of the network QoS
Classes.

Table 2/Y.1541 — Guidancefor IP QoS classes

QoSclass Applications (examples) Node mechanisms Networ k techniques
0 Real-time, jitter sensitive, o ith Constrained routing
high interaction (VolP, VTC) | SeParate queue wil | and distance
- — — preferential servicing, traffic -
1 Real-time, jitter sensitive, grooming Less constrained
interactive (VolP, VTC). routing and distances
2 Transaction data, highly Constrained routing
interactive (Signalling) . and distance
arate queue, drop priori -
3 Transaction data, interactive Sep q P priority Less constrained
routing and distances
4 Low lossonly (short Long queue, drop priority Any route/path
transactions, bulk data, video
streaming)
5 Traditional applications of Separate queue (lowest Any route/path
default 1P networks priority)
Note: Any example application listed in Table 2/'Y.1541 could also be used in Class 5 with
unspecified performance objectives, aslong as the users are willing to accept the level of
performance prevalent during their session.

Traffic policing and/or shaping may also be applied in network nodes.
Discussion of Broadcast Quality Television transport on IP may be found in Appendix 1X.

5.3.7 Provisional QoS Classes

Editor's Note: Based on contributions at the January 2005 meeting, this clause now
contains a new Table of QoS Classes. This values are subject to change pending
future contributions, especially the objective for IPDV. It may be useful to indicate
the expectation that these classes will be primarily used to support applications
needing high bit-rates, since this characteristic was prevalent in many applications

providing the rationale.
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This clause presents a set of Provisional QoS Classes. The distinction between these classes and

thosein Table 1/Y.1541, is that the values of al objectives are provisional and they need not be met
by networks until they are revised (up or down) based on real operationa experience.

Table 3/Y.1541 — Provisional | P network QoS class definitions and
networ k perfor mance objectives

Networ k Natur e of network QoS Classes
per for mance per for mance
par ameter objective Class 6 Class7
Upper bound on the
IPTD mean [PTD 100 ms 400 ms

Upper bound on the
1-10° guantile of
IPTD minusthe
minimum IPTD

|PDV 50 ms

Upper bound on the 1x 10—5

—_— packet |0ss ratio _
|PER Upper bound 1x10°

IPRR Upper bound 1x 10_6

General Notes:

Evaluation intervals for these classes should be 1 minute or longer. Evaluations should
use 1500 byte payloads. An evaluation interval of 1 minute is suggested for IPTD,
IPDV, and IPLR, and any minute observed should meet these objectives.

Onerationale for |P Packet Loss Ratio (IPLR) objective was to minimize the affect of
loss on TCP capacity, even when TCP parameters and the operating system have been
tuned, and the Large Windows option has been utilized. Appendix __ provides
background information on this and other support rationales.

The value for IPLR is not sufficient to support all the quality levels envisioned by the
community of digital video users, and Forward Error Correction and Interleaving
(FECI/I) islikely to be required. Appendix | X supplies background on the quality
expectations of video transport users, and the FEC/I needed to supply even [ower loss
ratios.

The objective for |P Packet Error Ratio (IPER) was set so as to contribute
insignificantly to the overall packet |oss.

The | P Packet Reordering Ratio (IPRR) has been defined as supplementary terminology
in Appendix VI1/Y.1540. Reordered packets may appear as lost to a TCP sender,
depending on the distance from their original positions. Therefore, the IPRR was set so
as to contribute insignificantly to the overall packet |oss.

The value for IPDV is under study, and contributions are invited to examine the
rationale and feasibility of other (lower) values.

These classes are intended to support the performance requirements of high bit rate user
applications that were found to have more stringent loss/error requirements than those supported by
Classes 0 through 4 in Table 1/Y.1541.
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6 Availability objectives

This clause will include information about availability objectives based on the availability
parameter defined in ITU-T Rec. Y.1540. The objectives require more study, since fundamental
network design options are rapidly changing.

7 Achievement of the per formance objectives

Further study is required to determine how to achieve these performance objectives when multiple
network providers are involved.

Appendix XI/Y.1541 gives the rules for concatenating the performance levels of two or more
Network Sections to determine whether the UNI-UNI objectives are met.

8 Concatenating QoS Values

8.1 I ntroduction

This appendix addresses the derivation of the UNI-UNI performance of a path, knowing the
performance of each section. The purpose is to provide information and aid the appreciation for this
complex and important topic.

These rules produce reasonable estimates of the UNI-UNI performance. Errors in the estimation
process are believed to be in balance with potential errors of the individual values themselves.
When the values come from recent measurements or modelling activities, they can be subject to
considerable error if conditions or assumptions are not stationary.

Thisinformation is intended to support flexible allocations facilitated by QoS signalling protocol(s).
The rules must not be used to support fixed alocation of UNI-UNI values.

8.2 Concatenating values

For the Mean Delay (IPTD) performance parameter, the UNI-UNI performance is the sum of the
means contributed by Network Sections.

For the Loss Ratio (IPLR) performance parameter, the UNI-UNI performance may be approximated
as the sum of the values contributed by Network Sections. Note that this approximation is
dependent on the low value of the IPLR objective at 10~, and that Network Sections will usually
offer values < 107 if they intend to meet the UNI-UNI objective. It also requires that the number of
Network Sections should be <<1/IPLR, but thisis not alimiting factor at these expected |0ss ratios.
This method allows easy calculation at intermediate points along the UNI-UNI path. Error could be
appreciable if the IPLR objective were 107 or higher.

A more accurate method of IPLR concatenation is to invert the probability of successful packet
transfer across n Network Sections, as follows:

|PLRUN|.UN| = 1—{ (1— |PLR@) X (1— |PLR@) X (1— |PLR@) X..X (1— |PLR@])_}_
This relationship does not have limits on the parameter values, so it is preferred.

For the Errored Packet Ratio (IPER) performance parameter, the UNI-UNI performance is the sum
of the values contributed by Network Sections. Note that this approximation is dependent on the
low value of the IPER objective at 10™*, and that Network Sections will usually offer values < 10
if they intend to meet the UNI-UNI objective. Here too, inverting the error-free packet transfer
probability may yield a more accurate value.
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The procedures for deriving the UNI-UNI Delay Variation (IPDV) performance from the Network
Section values must recognize their sub-additive nature and cannot be calculated accurately without
considerable information about the individual delay distributions. If, for example, characterizations
of independent delay distributions are known or measured, they may be convolved to estimate the
combined distribution. This detailed information will seldom be shared among operators, and may
not be available in the form of a continuous distribution. As a result, the UNI-UNI IPDV estimation
may have accuracy limitations.

Therule for combining IPDV vauesis

Editor's Note: When agreed, this clause will be completed with the rules for IPDV
Concatenation. This is an area of active study, and additional contributions are
invited.

9 Security

This Recommendation does not specify a protocol, and there are limited areas where security issues
may arise. All are associated with verification of the performance objectives with measurement
system i mplementations.

Measurement systems that assess the performance of networks to determine compliance with
numerical objectives defined in this Recommendation must limit the measurement traffic to
appropriate levels to avoid abuse (e.q., Denia of Service Attack). Parties participating in
measurement activities, including Administrations or Operators of networks that carry the traffic,
should agree in advance on acceptable traffic levels.

Systems that monitor user traffic for the purpose of measurement must maintain the confidentiality
of user information.

Systems that attempt to make measurements may employ techniques (e.q., cryptographic hash) to
determine if additional traffic has been inserted by an attacker appearing to be part of the popul ation
of interest.

Appendix |

ATM network QoS support of IP QoS

This appendix presents an analysis of mapping IP performance parameters on top of the ATM QoS
Class objectives as specified in ITU-T Rec. 1.356. The purpose of this analysis is to estimate IP
level performance obtained when ATM is used as the underlying transport. Because there are no
routers considered in this analysis, the IP performance numbers shown here are the best that can be
expected. In scenarios where intermediate routers exist, the |P performance will be worse.

Tablel.1/Y.1541 — I P Packet L oss Ratio (I PLR) values corresponding to ATM QoS service
classes 1 and 2 (1P packet size 40 bytes; all errored packets are assumed lost)

Delivered Delivered Resulting
ATM QoSClass ATM CER ATM CLR IPLR
1 3.00 E-07 4.30 E-06
4.00 E-06
2 1.00 E-05 1.40 E-05
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Tablel.2/Y.1541 — | P Packet Transfer Delay (IPTD) valuesfor aflow
over a national portion and an end-to-end flow

IPTD resultingfrom ATM QoS Class 1
(no delay from I P routers)

National Portion ~27.4ms
End-to-End 400 ms

Networ k Portion

Note that Class 0 and Class 2 mean IPTD cannot be met on the 27 500 km reference connection of
|.356.

The value of the Cell Error Ratio (CER) in the ATM classes is 4 x 10 1f IP packets are long
(1500 bytes) and errored cells cause errored IP packets, the value of IP packet error ratio will be

about 104,

Cell Misinsertion Ratio (CMR) is currently specified as 1/day. The implications of CMR on SPR
requires more study.

Appendix |1

| P delay variation parameter definition consider ations

This appendix discusses considerations for the definition of IPDV and the use of alternate statistical
methods for the IPDV objective.

In order to provide guidance to designers of jitter buffer in edge equipment, the parameter(s) need
to capture the effects of the following on IPDV:

. routine congestion in the network (high frequency IPTD variations);

. TCP windowing behavior (low frequency IPTD variations);

. periodic and aperiodic variations in average network loading (low frequency IPTD
variations);

. routing update effects on IPTD (instantaneous (and possibly large) changesin IPTD).

The current definition of IP Delay Variation is:

where:
. IPTDypper isthe 1 — 10°° guantile of IPTD in the evauation interval
. IPTDpin isthe minimum IPTD in the evauation interval

The definition of IPDV is based on the reference events given in Appendix 11/Y.1540. Here, the
nominal delay is based on the packet with the minimum one-way delay (as an alternative to the first
packet, or the average of the population as the nominal delay).

The specification of the 1 — 1073 guantile (equivaent to the 99.9th percentile) is influenced by the
size of the packet sample in a 1 minute measurement interval and the IPLR objective s10_3,

resulting in overall loss ratio objective of about 10°%, Smaller quantiles would add more losses, as
shown below.
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Figurell.1/Y.1541 — Effect of different IPDV Quantileson
Overall Losswhen IPLR = 0.001

An example alternate definition of IP Delay Variation is given here. IP Delay Variation may be
defined as the maximum IPTD minus the minimum IPTD during a given short measurement
interval.

where:
. IPTDmax is the maximum IPTD recorded during a measurement interval
. IPTDmin isthe minimum IPTD recorded during a measurement interval

Several values of IPDV are measured over a large time interval, comprising of several short
measurement intervals. The 95th percentile of these IPDV values is expected to meet a desired
objective. Thisis asimple and fairly accurate method for calculating IPDV in real-time. The actual
value of the measurement interval is for further study. The measurement interval influences the
ability of the metric to capture low and high frequency variationsin the IP packet delay behavior.

Appendix I11

Example hypothetical reference pathsfor validating
the I P perfor mance obj ectives

This appendix presents the hypothetical reference paths considered in validating the feasibility of
the end-to-end performance objectives presented in clause 5. These hypothetical reference paths
(HRP) are examples only. The material in this appendix is not normative and does not recommend
or advocate any particular path architectures.

Each packet in a flow follows a specific path. Any flow (with one or more packets on a path) that
satisfies the performance objectives of clause 5 can be considered fully compliant with the
normative recommendations of Y.1541.

The end-to-end performance objectives are defined for the IP performance parameters
corresponding to the IP packet transfer reference events (IPRES). The end-to-end IP network
includes the set of Network Sections (NS) and inter-network links that provide the transport of IP
packets transmitted from SRC to DST; the protocols below and including the IP layer (layer 1 to
layer 3) within the SRC and DST may also be considered part of an IP network.
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NOTE - For information concerning the effects on end-to-end quality as perceived by the user of the delay
figures given by the presented hypothetical reference paths refer to Appendix VII.

[11.1  Number IP nodesin the HRP

HRPs have similar attributes to the reference path of clause 5.

Network Sections may be represented as clouds with Gateway routers on their edges, and some
number of interior routers with various roles. In this case, HRPs are equivaent to the "path digest”
of RFC 2330.

Each NS may be composed of IP Nodes performing Access, Distribution, and Core Roles, as
illustrated in Figure 111.1.

Access

Distribution

GW

Y.1541
FO3

Gateway

GW I Router

R | Router

Figurelll.1/Y.1541 — Role of IP nodesin a network section

Note that 1 or more routers are needed to complete each role, and the Core path illustrated has four
routers in tandem. A path through a NS could encounter as few as 3 routers, or as many as 8 in this
example.

Router contribution to various parameters may vary according to their role.

Tablelll1.1/Y.1541 — Examples of typical delay contribution by router role

Averagetotal delay

Role (sum of queuing and processing)

Delay variation

Access gateway 10 ms 16 ms
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Internetworking gateway 3ms 3ms
Distribution 3ms 3ms
Core 2ms 3ms

NOTE - Internetworking gateways typicaly have performance characteristics different from access
gateways.

One of the key applications of this Recommendation is VVoice over |P support.

For example, a telephony Hypothetical Reference Endpoint (HRE) for media may be as shown
below. Information flows from the Talker down through the protocol stack on the left, across the
HRP, and up the protocol stack on the right to the Listener (only one sending direction is shown).

Talker Listener
G.711 coder G.711 decoder, Appendix |
Packet Loss Conceal ment
RTP 20ms payload size 60 ms Jitter Buffer
ubP UDP
IP IP
(lower layers)

Figurelll.2/Y.1541 — Example hypothetical reference endpoint

Route length calculation

If the distance-based component is proportional to the actual terrestrial distance, plus a proportional
allowance for a typical physical-route-to-actual-distance ratio. The route length calculation used

here is based on ITU-T Rec. G.826, and only for the long distances considered here. If Dy, is the
air-route distance between the two MPs that bound the portion, then the route length calculation is:

The above does not apply when the portion contains a satellite hop.

11.2  Example computationsto support end-end Class 0 and Class 1 delay

Class X Network Delay Computation (X = 0 through 4)

This clause calculates the IPTD for any path portion supporting a QoS class X flow. When a flow
portion does not contain a satellite hop, its computed IPTD is (using the delay for optical transport
givenin ITU-T Rec. G.114):

IPTD (in microseconds) < (Rkm X 5) + (Na X Da) + (Np X Dp) + (N¢ X D¢) + (N} x D))
In thisformula

. Rykm represents the route length assumption computed above.

. (Rkm * 5) isan alowance for "distance" within the portion.

. Na, Np, Nc, and N; represent the number of IP access gateway, distribution, core and
internetwork gateway nodes respectively; consistent with the network section example in
Figurelll.l.

. Da, Dp, D¢, and N; represent the delay of IP access gateway, distribution, core and
internetwork gateway nodes respectively; consistent with the values for Class X
(e.g. Tablelll.1).

Maximum IPDV may be calculated similarly.
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As an example of this calculation, consider the following HRP. This path contains the minimum
number of IP networks (two), and an internetworking point.

IP network cloud
UNI UNI

TE AG IG }—( IG AG TE

LAN LAN
N ! N !
Non-1P net Network section Network section Non-IP net

N —’ N —’
Customer installation End-to-end network (Bearer QoS) Customer instalation

User-to-user connection (Teleservice QoS)

TE | Terminal Equipment IG | Internetwork GW
AG| A GW u!
ceess I User Network Interface Yﬁgg‘l

Figurelll.3/Y.1541 — Hypothetical reference path for QoS class0

Interior router configurations are not shown in the Hypothetical Reference Path (HRP) of
Figure I11.3. The number of Core and Distribution routers can be found in Table I11.2.

Assumptions:

1) Distance used is approximately the span between Daytona Beach and Seattle (US Diagonal,
longer than Lisbon to Moscow).

2) Access links are T1 capacity, others are larger than T1 (e.g. OC-3).
3) Largest Packet Sizeis 1500 bytes, and Vol P packet sizeis 200 bytes.
4) Non-1P networks are needed between the NI and Access GW.

Tablelll1.2/Y.1541 — Analysis of example class 0 path

Element Unit IPTD/ Ave IPDy/ M ax
Unit IPTD Unit |PDV
Distance 4070 km
Route 5087.5 km 25
Insertion Time 200 bytes 1
(1500 bytes) (8)
Non IP Net 1 15 0
P Net 1
Access, Ny 1 10 10 16 16
Distribution, Np 1 3 3 3 3
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Tablelll.2/Y.1541 — Analysis of example class 0 path

Element Unit I PTD/ Ave I PD_V/ M ax
Unit IPTD Unit IPDV
Core, N¢ 2 2 4 3 6
Internetwork GW, N, 1 3 3 3 3

IP Net 2
Access, Ny 1 10 10 16 16
Distribution, Np 1 3
Core, Nc 4 12
Internetwork GW, N, 1 3
Non IP Net 2 15 0
Total, ms 100 62

Table 111.2 gives the HRP configuration in terms of number and type of routers, distance, and
contribution of all HRP components to delay (IPTD) and delay variation (IPDV). Note that the
calculation of Maximum IPDV here is very pessimistic (assuming worst case addition of each
node), and is therefore greater than the specification of IPDV in the body of this Recommendation.

Using the Hypothetical Reference Endpoint in Figure I11.3, endpoint delay is as below.

Tablell1.3/Y.1541 — Endpoint delay analysis

Delay, ms Notes
Packet Formation 40 2 times frame size plus 0 look-ahead
Jitter Buffer, ave. 30 center of 60ms buffer
Packet Loss Conceal. 10 one PLC "frame"
Total, ms 80

Thetotal average delay for the 4070 km user-to-user path is 100 + 80 = 180 ms.

A 50 ms Customer Installation (1-way send and receive) is possible with a packet formation time of
10 ms and a 50 ms de-jitter buffer. The Class O path IPTD and Customer Installation delays sum to
a 1-way mouth-to-ear transmission time of 150 ms, satisfying the needs of most applications (as per

ITU-T Rec. G.114).

Delay, Notes
ms
Packet Formation 20 2 times frame size plus 0 look-ahead
De-Jitter Buffer, ave. 25 center of 50 ms buffer
Packet Loss Conceal. 0 "Repeat Previous' requires no additional
delay
Other Equipment 5
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Total, ms 50

It must be noted that a de-jitter buffer's contribution to mouth-ear delay is based on the average time
packets spend in the buffer, not the peak buffer size. Packets that encounter the minimum transfer
delay will wait the maximum time in the de-jitter buffer before being played out as a synchronous
stream, while the reverse is true for packets with the maximum accommodated transfer delay (these
packets spend the minimum time in the dejitter buffer). In this way, the de-jitter buffer
compensates for transfer delay variations and ensures that packets can be removed according to a
synchronous play-out clock.

I11.3 Example end-end class 1 delay computation

Class 1 isavailable to support longer path lengths and more complex network paths. Using the same
assumptions as described in Tables I11.2 and 111.3 above, but with a 12 000 km distance, the mean
IPTD will be 150 ms, and an R-value of approximately 83 is possible.

In asecond example, we add atransit IP Network Section, for atotal of 3 NS.

Tablel11.4/Y.1541 — Example calculation for class 1 path

Element Unit IPTD/ Ave IPDV/ Max
Unit IPDT Unit |PDV
Distance km
Route 27 500 km 138
Insertion Time 200 bytes 1
(1500 bytes) (8)
Non IP Net 1 15 0
IP Net 1
Access, Ny 1 10 10 16 16
Distribution, Np 1 3 3 3 3
Core, N¢ 2 2 4 3 6
Internetwork GW, N, 1 3 3 3 3
IP Net 2
Distribution, Np 2 3 6 3 6
Core, N¢ 4 2 8 3 12
Internetwork GW, N, 2 3 6 3 6
IP Net 3
Access, Na 1 10 10 16 16
Distribution, Np 1 3 3 3 3
Core, N¢ 4 2 8 3 12
Internetwork GW, N, 1 3 3 3 3
Non IP Net 2 15 0
Total, ms 233 86

Table 111.4 gives the HRP configuration in terms of number and type of routers, distance, and
contribution of al HRP components to delay (IPTD) and delay variation (IPDV).

Using the same assumptions and the Hypothetical Reference Path Endpoint of Table I11.3, the total
average delay for the 27 500 km user-to-user path is 233 + 80 = 313 ms.
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I11.4  Example computationsto support end-end class 4 delay

Following the form of the calculation above, we can expand the number of NS having delay
contributions given in Table 111.1, or we can expand the contributions as follows:

Tablell1.5/Y.1541 — Class 4 delay contribution by router role

Role Averagetotal delay .
(sum of queuing and processing)
Access Gateway 200 ms
Internetworking Gateway 64 ms
Distribution 64 ms
Core 3ms

Here, with a route length of 27 500 km, the average 1-way delay would be 884 ms (using the HRP
with node configuration as described in Table [11.2).

I11.5 Loading within the HRP

The fraction of each transmission link occupied by active packets is one of the factors to be
considered in the HRPs. The load levels at which the network will continuously operate is another
factor.

[11.6 Geostationary satellites within the HRP

The use of geostationary satellites was considered during the study of the HRPs. A single
geostationary satellite can be used within the HRPs and still achieve end-to-end objectives on the
assumption that it replaces significant terrestrial distance, multiple IP nodes, and/or transit network
sections.

The use of low- and medium-Earth orbit satellites was not considered in connection with these
HRPs.

When a path contains a satellite hop, this portion will require an IPTD of 320 ms, to account for low
earth station viewing angle, low rate TDMA systems, or both. In the case of a satellite possessing
on-board processing capabilities, 330 ms of IPTD is needed to account for on-board processing and
packet queuing delays.

It is expected that most HRPs which include a geostationary satellite will achieve IPTD below
400 ms. However, in some cases the value of 400 ms may be exceeded. For very long paths to
remote areas, network providers may need to make additional bilateral agreements to improve the
probability of achieving the 400 ms objective.

Appendix IV

Example calculations of | P packet delay variation

This appendix provides material to facilitate the calculation of the IP packet delay variation (IPDV)
for those IP QoS classes where arather strict value for the IPDV is specified, i.e. IP QoS class 0 and
class 1.

For the calculations here it is assumed that a network operator provides a choice of different IP QoS
classes also including QoS classes for which no IPDV objectives are specified. This mix of
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properties motivates the notion of "delay variation-sensitive”" flows (e.g. QoS class0 and class 1)
and "delay variation-insensitive" flows (e.g. QoS classes 2, 3, 4, and 5). It is further assumed that an
operator providing such a mix of QoS classes, makes a reasonable effort to separate the
variation-sensitive from the variation-insensitive flows. Key elements in such an effort consist of a
packet scheduling strategy and additional traffic control measures. For the calculations in this
appendix, it is assumed that packets of variation-sensitive flows are scheduled with non-pre-
emptive priority over packets from variation-insensitive flows, and that the scheduling within each
of these two categoriesis FIFO.

NOTE — This simple assumption only serves the purpose to arrive at a 'calculable’ model. Other packet
scheduling strategies (such as Weighted Fair Queuing) or traffic control measures, are not excluded. It is
further assumed that the performance of other approaches is either better, or not much worse than, the
performance of the approach used for these calculations.

IV.1  Contributorsto I P packet delay variation

The following factors are taken into account as the most significant contributors to IP packet delay
variation (IPDV) for the variation-sensitive flows:

. Variable delay because the processing delay for the packet's forwarding decision (routing
look-up) is not asingle fixed value but may vary from packet to packet.

. Variable delay because the packet has to wait behind other variation-sensitive packets
which arrived earlier.

. Variable delay because the packet has to wait for the service completion of a variation-

insensitive packet which arrived earlier and is aready in service.

IV.2 Modesand calculation proceduresto establish an upper bound to the IPDV

IV.2.1 Delay variation dueto routing look-up

For an arriving packet, the router needs to establish the outgoing port to which the packet is to be
forwarded, based on the IP address. The time required for this forwarding decision may vary from
packet to packet.

High performance routers may cache recently used IP addresses to speed-up this process for
subsequent packets. Then, all packets of a flow, except the first one, are expected to experience a
short look-up delay and very small variation between them. Though, strictly, the longer delay of the
first packet contributes to the IPDV, the exceptional delay of the first packet is disregarded in these
calculations because it is a 'one off' event and its effect will vanish in flows with a relative long
duration (e.g. aVolP flow).

It is expected that the packet-to-packet variation in the routing look-up delay is not more than a few
tens of microseconds in each router. For the calculations, the variability is assumed to be less than
30 ps per router.

Because there is little information available about the distribution of this delay component, the
aggregated variability over several routers in tandem is set to the sum of the individual variabilities,
i.e. statistical effects are not taken into account for this IPDV component.

IV.2.2 Delay variation dueto variation-sensitive packets

A variation-sensitive packet will have to wait for other variation-sensitive packets to be serviced
which arrived earlier (FIFO discipline). Each variation-sensitive flow is modelled as a continuous
flow of packets with negligible 1-point IP packet delay variation, comparable to the concept of
'negligible CDV' used for an CBR stream of ATM cells (see ITU-T Rec. E.736).
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For the calculations, it is further assumed that all variation-sensitive packets have a fixed size of
1500 byte. This allows the well-known M/D/1 queuing model (see ITU-T Rec. E.736) to be applied
for the calculation of this component in the packet delay variation. The fixed service time is
determined by the assumed fixed packet size (1500 byte) and the router's output link rate, e.g.
80.13 uson an STM-1 link.

For the aggregation of this delay component over severa routers in tandem, the convolution of the
relevant delay distributions is to be used, taking into account different output link rates when
applicable. The lower quantile is assumed to be zero, the higher (1 - 10_3) guantile can be
approximated accurately using large deviations theory, in particular the Bahadur-Rao estimate as
worked out in [IFIP].

Figure IV.1 illustrates the result of such calculations. It shows the (1 - 10_3) delay variation
guantile for the aggregated delay component due to interference from variation-sensitive traffic, for
different load levels of variation-sensitive traffic and for different numbers of router hops in
tandem.

100

F (1 - 1E-3) quantile of queuing delay (all links STM-1)
90 10ms
i 7ms

AN

80

701

60 -

50

40 -

30

Link load of delay-sensitive flows [%]

20+

Y.1541
10 | | | | | | | | | | } | | FIvV.1

Number of hops

FigurelV.1/Y.1541-The (1 - 10_3) guantile of the aggregated queuing delay
component dueto variation-sensitive traffic for different levels of the
variation-sensitive traffic and for different number of router
hopsin tandem

Figure V.1 assumes that all links in the network are STM-1 and al links showing the same load
level for variation-sensitive traffic. If one or more links have a higher capacity than STM-1, the
resulting end-to-end delay will be lower; if some links have a lower capacity, the resulting end-to-
end delay will be higher. These effects can be calculated (see 1V.2.4) but cannot easily be reflected
inFigureIV.1.

Finally, it is assumed that in a network which supports both variation-sensitive and
variation-insensitive traffic, the load of variation-sensitive traffic on alink is not more than 50% of
the link to reflect the observed trend towards 'more data than voice. Then, from Figure V.1 it can
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be derived that this delay component contributes no more than about 2.48 ms to the IPDV on the
path, even if the patch crosses a very high number of 25 STM-1 router hops.

IV.2.3 Delay variation dueto a variation-insensitive packet

An arriving variation-sensitive packet does not pre-empt the servicing of a variation-insensitive
packet which arrived earlier. Consequently, the variation-sensitive packet may experience a queuing
component in each router bounded by the time it takes to serve a variation-insensitive packet.

For the calculation, it is assumed that each variation-sensitive packet experiences a random delay
due to a variation-insensitive packet which is uniformly distributed between zero and the service
time of maximum sized (1500 byte) variation-insensitive packet on the relevant output link rate. On
an STM-1 output link this corresponds to a uniformly distributed delay between 0 and 80.13 psin
each router.

For the aggregation of this delay component over severa routers in tandem, the convolution of the
relevant delay distributions may be used, taking into account different output link rates when
applicable. The lower quantile is assumed to be zero, the higher (1 - 10_3) guantile can be
calculated exactly. In most cases a good approximation is achieved by using an approximation by a
normal (Gaussian) distribution or the worst case, whichever yields the smallest value. The
(1- 107 quantileisfound at (1 + 3.720).

IV.2.4 Agoregated delay variation for variation-sensitive packets

An upper bound to the IPDV on a HRP is found by adding the values calculated for each of the
three componentsin IV.2.1to IV.2.3.

NOTE — The thus calculated value is expected to be higher than the value experienced in areal network. The
following factors are noted:

. The addition of three quantile values yields a higher value than the actual delay quantile.

. The actual size of variation-sensitive packets (such as Vol P packets) is expected to be much smaller
than the assumed size of 1500 byte. In addition, the load with variation-sensitive traffic on most
links is expected to be smaller than the assumed value of 50%. Therefore, the actual queuing delay
due to interference with variation-sensitive traffic is expected to be smaller than cal cul ated.

. The actual distribution of variation-insensitive packets (e.g. TCP acks) aso contains packets which
are (much) smaller than the assumed size of 1500 byte. In addition, the total load (variation-
sensitive plus variation-insensitive traffic) on most links is expected to be usually smaller than the
assumed value of 100%. Therefore, the actual queuing delay due to interference with variation-
insensitive traffic is expected to be smaller than calcul ated.

IV.3 Calculation examples

The following shows three examples for the calculation of the IPDV induced on a user-to-user HRP
(seeFigurell.1).

. An example where all links are relativel y high speed (STM-1 or higher).

. An example where the links between customer and network and the links between network
sections have alower speed (E3 or T3).

. An example where the links between customer and network are low speed

(e.g. 1.544 Mbit/s, T1).

IV.3.1 Examplewith STM-1links

In this example, all links are assumed to be STM-1. The HRP between the network interfaces of the
IP network cloud (see Figure I11.3) consists in 12 router hops. Thus, the contributing factors to the
IPDV on this path can be calculated as follows.
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. Router look-up delay variation (see 1V.2.1): 12 x 30 us=0.36 ms.

. Queuing delay variation due to variation-sensitive traffic (see Figure IV.1 for 50% load and
12 hops STM-1): = 1.36 ms.

. Queuing delay variation due to variation-insensitive traffic (seelV.2.3):

=0.01 x 80.13 us=0.72 ms.
Thus, the IPDV on this high link rate path can be expected to be smaller than 2.44 ms.

IV.3.2 Examplewith E3interconnecting links

In this example, al links are assumed to be STM-1 except the user-network links and the link
between network sections which are assumed to be E3 (34 Mbit/s). The HRP between the network
interfaces of the IP network cloud (see Figure 111.3) consistsin 12 router hops, of which 2 hops have
the lower E3 bit rate. Thus, the contributing factors to the IPDV on this path can be calculated as
follows.

. Router look-up delay variation (see 1V.2.1): 12 x 30 us=0.36 ms.

. Queuing delay variation due to variation-sensitive traffic (for 50% load and 10 hops STM-1
plus 2 hops E3): = 2.92 ms.

. Queuing delay variation due to variation-insensitive traffic (for 10 hops STM-1 plus 2

hops E3): = 1.19 ms.
Thus, the IPDV on this mixed link rate path can be expected to be smaller than 4.47 ms.

1V.3.3 Examplewith low rate access links

In this example, all links are assumed to be STM-1 except the user-network links which are
assumed to be about 1.5 Mbit/s T1. The HRP between the network interfaces of the IP network
cloud (see Figure I11.3) consistsin 12 router hops, of which 1 hop has the lower bit rate. In this case
the access link contribution is treated separately. The contributing factors to the IPDV on the high
rate part of this path can be calculated as follows.

. Router look-up delay variation (see 1V.2.1): 12 x 30 us=0.36 ms.

. Queuing delay variation due to variation-sensitive traffic (for 50% load and 11 hops
STM-1): =1.29 ms.

. Queuing delay variation due to variation-insensitive traffic (for 11 hops STM-1):

= 8.364 % 80.13 pus = 0.67 ms.
Thus, the IPDV on this high link core path can be expected to be smaller than 2.32 ms.

On the access links, the delay contribution due to interference with a variation-insensitive packet
may be as much as 15.6 ms when two 1500 byte packets are served ahead of a variation-sensitive
packet (one of these packets may be part of the delay sensitive flow). The contribution to the IPDV
due to interference with other variation-sensitive flows highly depends on the number of these flows
and on the actual packet sizes used.

Note that the number of variation-sensitive flows, and the related packet size on the low rate access
link, is determined by applications selected by the end-users. Without some influence, the network
operator will find himself in adifficult position to commit to a stringent value for the IPDV network
performance objective in the presence of alow rate access link.

If the delay sensitive traffic has constant packet size (each containing 20 ms of G.711 coded voice,
consistent with Appendix I11), and occupies no more than 50% of the access link, then delay can be
estimated as follows. There may be up to 9 voice flows of 50 packet/s, each 160 byte payload plus
40 byte RTP, UDP and IP headers (each total 80 kbit/s).
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. Queuing delay variation due to variation-sensitive traffic (for 46.9% load and 1 hop T1),
using the M/D/1 queuing model shows that the delay contribution, due to those relatively
small variation-sensitive packets on the access link, is5.12 ms.

. Queuing delay variation due to variation-insensitive traffic (for 1 hop T1): 7.81 ms.

The contribution to the delay variation on the access link thus aggregates to 12.93 ms thus totalling
to 15.25 ms. The access link contribution thus dominates the IPDV in this case.

IV.3.4 Examplesummary and conclusions

The calculation examples show that a network operator who makes a modest effort to support both
variation-sensitive and variation-insensitive traffic can commit to rather stringent values for the
IPDV on along HRP where al links have a reasonably high rate (e.g. amix of STM-1 and E3/T3 or
higher). Committing to an IPDV value in the order of 10 ms leaves ample room for additional lower
rate (E3/T3) links or for an additional network section.

If alow rate link (1.5 Mbit/s T1, or E1) is present, committing to any low IPDV value becomes
difficult. The network operator has little or no control over the actual number of variation-sensitive
flows and the actual packet size of the variation-sensitive packets. Therefore, the IPDV
commitments made by the network in this case will be dominated by the access link, and will need
to be considerably larger than 10 ms, as shown in Table 1. On the access link, the end-user has
control over the number and type of flows designated for a delay sensitive class, and therefore over
the resulting IPDV. Under the assumption that the access link is only modestly loaded (<50%) with
variation-sensitive traffic and that the dominant size of those packets will be small compared to the
1500 byte maximum size, an additional allowance of 20 ms for one low rate access link may be
sufficient.

Appendix V

Material relevant to | P perfor mance measur ement methods

This appendix, which is for further study, will describe important issues to be considered as IP
performance measurement methods are developed. It will describe the effects of conditions external
to the sections under test, including traffic considerations, on measured performance.

The following conditions should be specified and controlled during IP performance measurements:
1) the exact sections being measured:

— SRC and DST for end-to-end measurements;

— MP bounding an NSE being measured;

NOTE — It is not necessary to measure between all MP pairs or all SRC and DST pairsin order
to characterize performance.

2) measurement time:
— how long samples were collected;
— when the measurement occurred.

3) exact traffic characterigtics:
— rate at which the SRC is offering traffic;
— SRC traffic pattern;
— competing traffic at the SRC and DST;
— IP packet size.
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4) type of measurement:
— in-service or out-of-service;
— activeor passive.
5) summaries of the measured data:
— means, worst-case, empirical quantiles;
— summarizing period:
e ghort period (e.g. one minute);
* long period (e.g. one hour, one day, one week, one month).

Appendix VI

Applicability of the Y.1221 transfer capabilities
and |ETF differentiated servicesto | P QoS classes

This appendix addresses the applicability of the transfer capabilities defined in ITU-T Rec. Y.1221
in support of the Y.1541 IP QoS classes. It also specifies the relationship between Y.1221 transfer
capabilities and IETF Differentiated Services Per Hop Behaviours consistent with what is specified
inITU-T Rec. Y.1221.

ITU-T Rec. Y.1221 defines three transfer capabilities (TC) called Dedicated Bandwidth (DBW),
Statistical Bandwidth (SBW), and Best-effort (BE). Each of the service models specified as part of
the definitions of the Y.1221 transfer capabilities currently specify a set of network performance
parameters consistent with those specified in Table 1. Transfer capabilities defined in ITU-T
Rec. Y.1221 can be used to meet the performance objectives of the six QoS classes defined in
ITU-T Rec. Y.1541.

QoS classes 0 and 1 in Table 1 define bounds on both IP packet delay and delay variation, and on
IP packet loss ratio. The transfer capability of Y.1221 that allows a traffic contract to specify
bounds on IP Packet Delay/Delay variation and IP packet loss is the Dedicated Bandwidth transfer
capability. QoS classes 2, 3 and 4 in Table 1 define bounds on IP packet loss ratio but not on
IP packet delay variation. The transfer capability of Y.1221 that allows a traffic contract to specify
bounds on both IP packet loss and delay is Under Study. QoS class 5 in Table 1 does not define
bounds on IP packet loss ratio or IP packet delay/delay variation. The transfer capability of ITU-T
Rec. Y.1221 that does not offer any QoS commitment is the Best-effort transfer capability.
Table V1.1 specifies the mapping between Y.1541 QoS classes and Y .1221 transfer capabilities.

ITU-T Rec. Y.1221 provides a mapping between the three transfer capabilities it defines and the
IETF Differentiated Services Per Hop behaviours that should be used in networks that use the
DiffServ architecture. Table VI.1 specifies the mapping between Y.1221 transfer capabilities and
IETF DiffServ Per Hop behaviours.
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TableVI.1/Y.1541 — Association of Y.1541 QoS classeswith Y.1221 transfer capabilities
and differentiated services PHBs

Y .1221 transfer Associated
capabilities | DiffServPHBs | |7 QoSclass Remarks
Best-effort (BE) | Default Unspecified A legacy IP service, when operated on a
QoSclass5 lightly loaded network may achieve a good
level of IP QoS.
Delay-sensitive AF QoSclasses 2, 3,4 | ThelPLR objective only appliesto the IP
Statistical packets in the higher priority levels of each
Bandwidth AF class.
(DSBW) The IPTD appliesto all packets.
Dedicated EF QoSclassesOand 1
Bandwidth
(DBW)
Appendix VII

Effects of network QoS on end-to-end speech transmission
per formance as perceived by the user

While it is believed that the objectives provided by this Recommendation do alow for the
achievement of a high end-to-end speech transmission performance as perceived by the users, the
material provided by the G.100 series of Recommendations should be taken into account.

ITU-T Recs. G.107, G.108, G.109 G.113 and G.114 with its two companion implementor's guides,
are the key documents required to derive an estimation of the mouth-to-ear speech quality which
can be achieved with the values of the relevant network QoS class.

ITU-T Rec. G.114 provides end-to-end limits and allocations for mean one-way delay, independent
of other transmission impairments. The need to consider the combined effects of all impairments on
overal transmission quality is addressed by ITU-T Rec. G.107, the so-caled E-model as the
common ITU-T Transmission Rating Model, which is the recommended ITU-T method for
end-to-end speech transmission planning. ITU-T Rec. G.108 gives detailed examples on how to use
the model to assess the transmission performance of connections involving various impairments,
including delay; and ITU-T Rec. G.109 maps transmission rating predictions of the model into
categories of speech transmission quality. Thus, while ITU-T Rec. G.114 provides useful
information regarding mean one-way delay as a parameter by itself, ITU-T Rec. G.107 (and its
ITU-T Rec. G.108 and ITU-T Rec. G.109 companions) should be used to assess the effects of delay
in conjunction with other impairments (e.g. distortions due to speech processing).

Furthermore, ITU-T Rec. G.101 (The Transmission Plan) and related Recommendations are
undergoing a basic revision, currently.
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Appendix I X
Discussion of broadcast quality digital video on | P networks

The Classes in Table 1 are intended to cover a broad range of applications for which the transport
requirements are known. Examples of applications not covered by these classes are broadcast TV
distribution, program audio, Digital Cinema, and compressed HDTV transport, where very low loss
may be needed, and possibly low network delay.

At the time of publication, more study is needed to define packet transfer performance requirements
for digital video transport at very high transport rates, using applications with low tolerance to
impairments, for an extremely demanding community of users.

The Video Services Forum (VSF) has begun to gather the expectations for television quality across
a range of video transport applications. Appendix B/P.911 gives examples of television and
multimedia transport quality levels in a series of tables. The work of VSF expands the TV1 and
TV 2 categoriesto several specific examples of video transport.

Appendix X

Speech quality calculationsfor Y.1541 hypothetical reference paths

X.1 I ntroduction

One of the many applications of Y.1541 IP Network QoS Classes will be VVoice over IP, or VolIP. It
is possible to estimate the speech quality of IP Networks using the G.107 Transmission planning
tool, also known as the E-model.

X.2 Reference connection

Appendix Il gives assumptions and configuration details of calculations for Network (UNI-UNI)
and endpoint delay. The example endpoint assumptions include codec (G.711), packet size, packet
loss concealment, de-jitter buffer size, etc. Alternate speech codecs with lower bit rates, aternate
packet sizes, and other variations are possible.

Figure X.1 gives the reference connection for this analysis.
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Side A Gateway 0 dBr Gateway Side B
Digitd ECAN
telephone
G.711 G.7xx
_———t P — -— B
IP packet
network
B |m————— ———— -
G.7xx G.711

Y.1541AAP.X_FO1

Figure X.1/Y.1541 — Reference Connection

Additional details on the reference end-systems may be found in Appendix I11.

Table X.1/Y.1541 — E-model parameters

Parameters Model input values
Symbol  Definition G.107 default | Input values| Unit
Nc Electric Circuit Noise Referred to at the O dBr point (=70) —70.0 | dBmOp
Pos Room Noise (Send) (35 35.0 | dB(A)
Por Room Noise (Receive) (35 35.0 | dB(A)
SLR Send Loudness Rating (8) 8.0 | dB
RLR Receive Loudness Rating (2 20 | dB
Ds D-factor (Send) (©)) 3.0
LSTR Listener's Sidetone Rating (equ.) 180 | dB
Nfor Noise Floor (-64) —-64.0 | dBmp
STMR Sidetone Masking Rating (25) 150 | dB
gdu Quantizing Distortion Units D 1.0 | units
T Mean One-Way Delay (0] 150.0 | ms
TELR Taker Echo Loudness Rating (65) 65.0 | dB
WEPL Weighted Echo Path Loss (110) 1100 | dB
Ta Absolute Delay from (S) to (R) 0 150.0 | ms
Tr Round-Trip Delay 0) 3000 | ms
le Equipment Impairment Factor 0 0.0
A Expectation Factor 0 0.0
Dr D-factor (Receive) 3 3.0

We have assumed the default values for all parameters, except T, Ta, and Tr. The mean absolute
1-way delay was calculated using 100 ms for network delay (UNI-UNI, conforming to the QoS
Class 0 objective) and 50 ms for the end-terminal, including G.711 packetization and de-jitter buffer
(100 +50=150 ms=T = Ta=Tr/2). Here, R = 89.5.

Packet loss also influences speech quality. We include a column below where approximately 0.1%
loss results in 1e=1.9 when packet loss concealment is Repeat 1, followed by silence, and 1e<0.5
with Appendix I/G.711 PLC.
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Appendix Il also provides calculations showing longer mean network delays, and larger terminal
delays. Table X.2 summarizes the findings.

Table X.2/Y.1541 — E-model resultswith Y.1541 hypothetical reference
paths and end-terminals

Network, | Terminal Total, Packet R, with
mean mean mean Packet loss R 1o loss ~0.1% Y.1541
1-way 1-way 1-way Size, ms ' packet QoS class
conceal.
delay, ms | delay, ms | delay, ms |oss
100 50 150 10 Rpt. /Sl 89.5 87.6 0
100 80 180 20 G.711Apl 87.8 87.3 0
150 80 230 20 G.711Apl 819 814 1
233 80 313 20 G.711Apl 71.1 70.6 1
Appendix XI
Concatenating QoS values
XI1.1 Introduction

This appendix addresses the derivation of the UNI-UNI performance of a path, knowing the
performance of each section. The purpose is to provide information and aid the appreciation for this
complex and important topic.

These rules produce reasonable estimates of the UNI-UNI performance. Errors in the estimation
process are believed to be in balance with potential errors of the individual values themselves.
When the values come from recent measurements or modelling activities, they can be subject to
considerable error if conditions or assumptions are not stationary.

Thisinformation isintended to support flexible alocations facilitated by QoS signalling protocol(s).
The rules must not be used to support fixed allocation of UNI-UNI values.
XI1.2

For the Mean Delay (IPTD) performance parameter, the UNI-UNI performance is the sum of the
means contributed by Network Sections.

Concatenating values

For the Loss Ratio (IPLR) performance parameter, the UNI-UNI performance is the sum of the
values contributed by Network Sections. Note that this approximation is dependent on the low value
of the IPLR objective at 1072, and that Network Sections will usually offer values < 107 if they
intend to meet the UNI-UNI objective. It aso requires that the number of Network Sections should
be <<1V/IPLR, but thisis not alimiting factor at these expected loss ratios. This method allows easy
calculation at intermediate points along the UNI-UNI path. Error could be appreciable if the IPLR
objective were 107 or higher.

A more accurate method of IPLR concatenation is to invert the probability of successful packet
transfer across n Network Sections, as follows:

IPLRyNi-unt = 1—{ (1— |PLRN51) X (1— |PLRN52) X (1— |PLRN53) X .. X (1— |PLRNSn) }

For the Errored Packet Ratio (IPER) performance parameter, the UNI-UNI performance is the sum
of the values contributed by Network Sections. Note that this approximation is dependent on the
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low value of the IPER objective at 107, and that Network Sections will usually offer values < 107
if they intend to meet the UNI-UNI objective. Here too, inverting the error-free packet transfer
probability may yield a more accurate value.

The procedures for deriving the UNI-UNI Delay Variation (IPDV) performance from the Network
Section values must recognize their sub-additive nature and cannot be cal culated accurately without
considerable information about the individua delay distributions. If, for example, characterizations
of independent delay distributions are known or measured, they may be convolved to estimate the
combined distribution. This detailed information will seldom be shared among operators, and may
not be available in the form of a continuous distribution. As aresult, the UNI-UNI IPDV estimation
isthe least accurate process of all.

The rule for assessing the UNI-UNI IPDV performance from the portion values is based on
categorizing the Minimum minus the 99.9th percentile of 1-way delay for each Network Section
into 10 ms bands (0 < IPDV < 10 ms, 10 ms < IPDV < 20 ms, etc., where each category is referred
to by its upper limit). The number of sections allowed in each category depends on the largest one
present in the UNI-UNI path. The values in the table below are based on meeting the 50 ms IPDV
objective, and allow an assessment of whether the objective will be met (as opposed to estimating
the concatenated IPDV). This method allows simplified reporting of IPDV performance, making
practical implementation more likely.

Table X1.1/Y.1541 — Concatenating networ k sectionsto meet the 50 ms|PDV objective

Largest IPDV Number of network sections allowed in each IPDV category
category (given thelargest IPDV category present in the path)
present <50 <40 <30 <20 <10
<50 1
1
<40
2
2
1 2
<30
1 1
1 4
3 1
<20 2 4
1 6
<10 7
NOTE — The values of Table XI.1 are provisional and subject to change following further study and
experience with network performance. The current values implement conservative limits, and the number
of allowed network sections in the UNI-UNI path may be increased in the future. Grey cells are not
possible.

When determining whether the concatenated IPDV of one or more networks in the UNI-UNI path
will meet the 50 ms objective, use the following procedure:

1) Identify the largest IPDV category occupied by any network.
2) Find this category in the left-most column of Table X1.1/Y.1541.
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3) The rows associated with this largest IPDV category contain the limits for networks in
smaller categories.

Examples of this procedure follow:

If the network with largest IPDV is in the < 50 ms category, then the end-end path can only have
one such network and still meet the 50 ms objective (as shown in the first row).

If the network with largest IPDV is in the < 40 ms category, then the end-end path can only have
one such network in combination with one network in the < 20 ms category and still meet the 50 ms
objective (as shown in the second row). Alternatively, one < 40 ms network in combination with
two networks in the < 10 ms category (as shown in the third row) are allowed.

We recognize the suggestion that IPDV values are additive on a RMS (root mean square) basis
(i.e., variances are additive under some circumstances), but that method is not used here.

Other concatenation heuristics have been suggested. One requires knowledge of both the 99th and
99.9th percentiles of IPDV for each section. The UNI-UNI IPDV estimate is the 99.9th percentile of
the section with the largest variation, summed with the 99th percentiles of all other sections.
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