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Introduction
For this meeting, contributions [1-15] contain discussion on evaluation methodology for the UE power saving study item. In this summary, we highlight some discussion points, and provide some comments and recommendation for actions to follow during the meeting.

Power Model

Summary of offline consensus / possible proposals (11/15 @10am):
#1: Offline consensus:
For power scaling for PDCCH candidate reduction (for same slot scheduling only):
P(α) = α ∙ Pt + (1 – α) ∙ 0.7Pt
where α is the ratio of PDCCH candidates to the max number of PDCCH candidates in the reference configuration (α>0). Pt is the PDCCH-only power for same-slot scheduling.

#3: Offline consensus:
Update the baseline power table for FR2 as follows (shown in change marks):
	Power State
	Characteristics
	Relative Power

	
	
	FR1
	FR2 (for reference only)

	PDCCH-only
	No PDSCH and same-slot scheduling; this includes time for PDCCH decoding and any micro-sleep within the slot. 
	100
	[175]

	SSB or 
CSI-RS proc.
	SSB can be used for fine time-frequency sync. and RSRP measurement of the serving/camping cell. FFS the power scaling for RRM of neighbor cells . TRS is the considered CSI-RS for sync. FFS the power scaling for processing other configurations of CSI-RS.
(Note 2 SSBs in a slot for the ref. config.)
	100
	[175]

	PDCCH + PDSCH
	PDCCH + PDSCH. ACK/NACK in long PUCCH is modeled by UL power state. FFS the power scaling for PDSCH-only slot.
	300 
	[300 350]

	UL
	Long PUCCH or PUSCH. FFS the power scaling for short PUCCH and SRS.
	250 (  0 dBm)
700 (23 dBm)
	[300 350]
(FFS Tx power level)




#4: Possible proposal:
Note: The following entry for FR2 in the scaling table agreed on 11/14 will need to be revised:
	PDSCH-only slot
	[280] for FR1
[280 325] for FR2
	This assumes the same number of PDSCH symbols as in the PDCCH+PDSCH case.




#5: Offline consensus:
Update the full neighbour cell search power table for FR2 as follows (shown in change marks):
For full neighbor cell search:
The baseline neighbor cell search power is independent of the number of cells on the first order and can be approximated as:
	FR1
	FR2

	[150]
	[270]



It is expressed as the power averaged over a slot during which search is performed.

#6: Offline consensus:
For combined measurement and search:
To obtain combined neighbor cell measurement and search power, add the difference between full neighbor cell search state power and SSB/CSI-RS proc. state power to the neighbor cell measurement power, as shown below:
	N: Number of cells for intra-frequency measurement & search
	Synchronous case
	Asynchronous case

	
	FR1
	FR2
	FR1
	FR2

	N=8
	200
	[320]
	220
	[380]

	N=4
	170
	[290]
	190
	[350]



#7: Possible proposals:
For UE power modelling, the following power scaling relationship is assumed:
· The slot-averaged power for “PDCCH+PDSCH+PUCCH” is same as “PDCCH+PDSCH”
· The slot-averaged power for “PDSCH+PUCCH” is same as “PDSCH-only”
· The slot-averaged power for “PDCCH+PUCCH” is the sum of “PDCCH-only” power and “short PUCCH” power.
· Note: PDCCH-only with cross-slot scheduling scaling is also applicable
· Assume “PDCCH+PDSCH” power if “SSB or CSI-RS processing” is concurrent in the same slot.
· Assume “PDSCH-only” power if “SSB or CSI-RS processing” is concurrent in the same slot.
· For “PDCCH-only” and “SSB or CSI-RS processing” concurrent in a slot, the slot-averaged power is 0.85x the sum of the respective power, at least for FR1
· For FR1, 0.85*(100+100) = 170
· For FR2, 0.85*(175+175) = [300]
· For “SSB processing” and “CSI-RS processing” concurrent in a slot, the slot-averaged power is 0.85x the sum of the respective power, at least for FR1
· For FR1, 0.85*(100+100) = 170
· For FR2, 0.85*(175+175) = [300]
· 2-SSB within a slot is assumed


#9: Offline consensus:
For reducing simulation time for system level simulation, scaling of the bandwidth and packet size of the traffic model can be considered (e.g. factor of 1/5). Companies may report the scale factor used.

#10: Possible proposal: For LLS simulation on power saving signal detection performance, at least the following SINR values should be evaluated for dense urban scenario: -6dB, 3dB, 20dB.

#11: Possible proposal: For system level simulation, the baseline assumption for the traffic model is FTP model 3 with 0.5Mbyte payload and mean inter-arrival time of 200 milliseconds. The inter-arrival time can be adjusted to achieve different cell loading scenarios. The same traffic model settings should be used across all users.

Baseline Model
Light sleep transition
One company [14] proposes RAN1 to reconsider the light sleep transition energy and make it exceed 240 units over 6 ms.
The reason is that 100 power units*ms over 6ms (16.7 power unit) is smaller than light sleep power (20 power units).
Feature lead’s comment: The transition energy is incremental to light sleep power, so it is okay for the average transition overhead power to be smaller than light sleep power. Reminder:
[image: ]
Recommendation: No change is necessary.

CSI-RS processing
Existing agreement for CSI processing power is as follows:
	SSB or 
CSI-RS proc.
	SSB can be used for fine time-frequency sync. and RSRP measurement of the serving/camping cell. FFS the power scaling for RRM of neighbor cells . TRS is the considered CSI-RS for sync. FFS the power scaling for processing other configurations of CSI-RS.
	100



One company [3] proposes to clarify the number of CSI-RS symbols for the reference configuration, and reducing CSI-RS state power to 70 power units.
The reference configuration assumes 2 CSI-RS symbols per slot. The symbol-based allocation for this case is actually the same as for the 2 symbol PDCCH-only configuration with cross slot scheduling enabled, which has an average slot power of 70 units. Since the processing overhead for CSI-RS symbols is expected to be lower than for PDCCH decode, this seems a more reasonable value to use for the average slot power in the CSI-RS reference case.
Also the company has the following additional proposal:
Each CSI-RS symbol added or removed from the reference configuration increases or decreases the CSI-RS processing power in the agreed model by 10% of the reference configuration power. 
Recommendation: Discuss and decide.

Possible proposal: For the CSI-RS processing power state, the reference configuration assumes 2 CSI-RS symbols per slot, and the average slot power is 75 power units.
Conclusion: No consensus to change. Keep discussing.

Extension Models
Power scaling
Scaling factor for doubling the number of Tx antennas for FR1
Existing agreement is as follows:
	Antenna scaling (UL)
	2Tx power is 1.4x 1Tx power at 0dBm. [No scaling 1.2x] at 23dBm
	Other antenna counts are FFS



One company [1] proposes the scaling factor for doubling the number of Tx antennas at 23dBm should be 1.4 (same as for 0dBm).
Another company [14] suggests to clarify the emitted output power for antenna scaling in UL.
Feature lead’s comment: Probably the scaling factor should be somewhere between 1 and 1.4.
Recommendation: Discuss and decide
Offline consensus: For antenna scaling for uplink, update the scaling factor as follows:
· 2Tx power is 1.4x 1Tx power at 0dBm. [No scaling 1.2x] at 23dBm

Scaling factor for short PUCCH and SRS
Existing agreement is as follows:
	Short PUCCH
	Short PUCCH power = [0.6] x uplink power
	



One company [1] proposes this should be modified to 0.8 for 0dBm and 0.4 for 23dBm.
Feature lead’s comment: Difference in Tx level is already captured in “uplink power”.
One company [13] proposes to modify the factor to 0.2 because the duty cycle for short PUCCH transmission is small.

Recommendation: Discuss and decide
Offline consensus: [0.3]x uplink power. Reference config is 1 PUCCH symbol (FFS: which format).

Clarification on the emitted output power for UL CA and Tx antenna scaling
Exist agreement is as follows:
	CA (UL)
	[bookmark: _Hlk529812857]As downlink at 0dBm. No scaling at 23dBm
	



One company [14] suggests that it cannot be “no scaling” at 23dBm for increasing the number of CC on UL, and also to clarify the emitted output power for CA.
Feature lead’s comment: Same as DL CA, i.e. 2CC is 1.7x1CC, can be an alternative for discussion.
Recommendation: Discuss and decide
[bookmark: _Hlk529813259]Offline consensus: For uplink CA, update the scaling factor as follows:
· Same as downlink at 0dBm. No scaling at 23dBm 2CC is 1.2x 1CC at 23dBm.

Scaling for single SSB in a slot
Existing agreement on two-SSB power:
	SSB or 
CSI-RS proc.
	SSB can be used for fine time-frequency sync. and RSRP measurement of the serving/camping cell. FFS the power scaling for RRM of neighbor cells . TRS is the considered CSI-RS for sync. FFS the power scaling for processing other configurations of CSI-RS.
	100



One company [3] proposes 70% of two SSB power. Another company [13] proposes 75% of two SSB power.
Offline consensus: One SSB power is 0.75 of two SSB power, i.e. 75 power units.

BWP transition
One company [1]proposes taking the midpoint between the power level for old BWP and that of the new BWP, and use that as BWP transition power level. i.e.
The transition energy is modelled as E_t=( P_before+P_after)*T_t)⁄2.

Another possible proposal: Use microsleep power level because during BWP transition, RF is not transmitting nor receiving, which is similar to microsleep.
Recommendation: Discuss and decide

PDCCH candidate reduction
One company [1] has the following view:
Considering the cost on scheduling and potential limited power saving gain, it seems not attractive to focus the discussion on power scaling for very small number of CCE/BD. Then for CCE/BD number close to maximum allowed number (e.g. #CCE=56 and #BD=36 for 30kHz SCS), no scaling or a value close to 1 can be assumed.

Another company [7] has the following proposal for scaling:
[bookmark: OLE_LINK72][bookmark: OLE_LINK76][bookmark: OLE_LINK77]B/36 * P + Δ
· Where B is the number of PDCCH  blind decoding comparing to 36 blind decoding, Δ is the power consumption of signal processing , such as FFT,  channel estimation/compensation and other signal processing before blind decoding and Δ=20 U

Feature lead’s comment: If B is very small, the scaled power can be lower than microsleep level.

Another company [10] has the following proposal:
P(α) = α ∙ Pt + (1 – α) ∙ 60


Feature lead’s comment: It seems entire PDCCH processing timeline can scale linearly with number of BD candidates.

Another company [22] assumes two cases for scaling:
	Baseline
	Case 1
	Case 2

	Active portion (TCCH/Tslot)
	25%
	50%

	Active power (units)
	265
	155

	Microsleep power (units)
	45
	45



For the components that scale with reduced number of BD, let’s assume that those components make up for about 50% of the processing timeline (not including control symbol OTA time).
Linear interpolation between the percentage range of number of candidates.
Two OTA symbol for PDCCH = 2/14 = 14.3% of the slot
Assume Case 2: 0.5-2/14 = 35.7% of the slot is for PDCCH processing, of this, half is scalable to number of BD candidates.
I.e. 17.86% of the slot is linearly scalable to number of BD candidates.
Lower bound (scalable portion  0):
· Active portion: 14.3% (OTA symbols) +17.9% (non-scalable portion) = 32.2%
· Microsleep portion: 100% – 32.2% = 67.8%
· Slot-averaged power: 0.322*155 + 0.678*45 = 80.4 (can be rounded to 80 for simplicity)

Upper bound (no scaling down):
· Slot-averaged power: 100 (P_baseline for PDCCH-only)

Linear interpolation in between:
· P_scaled = (x%/100%)*P_baseline + (1 - x%/100%)*80
· Where x is the number of BD candidate relative to the baseline (all candidates), in percentage
· For example, x = 50% (i.e. number of BD candidates is halved), P_scaled = 90


The formulation is same as the proposal from [10], but with 60 replaced by 70:
Offline consensus:
P(α) = α ∙ Pt + (1 – α) ∙ 0.7Pt
= α ∙ 0.3Pt + 0.7Pt
where α is the percentage of BD candidates with respect to the BD limit.

[bookmark: _Hlk530047255]Note: Above power scaling not only include the effect of reduced decoding timeline, but it also captures the effect of the implied processing reduction in other domains (e.g CCE processing) in conjunction with BD candidate reduction.




FR2 Power Model
Offline consensus:
Update the baseline power table for FR2 as follows (shown in change marks):
	Power State	
	Characteristics
	FR2 (for reference only)

	PDCCH-only
	No PDSCH and same-slot scheduling; this includes time for PDCCH decoding and any micro-sleep within the slot. 
	 [175]

	SSB or 
CSI-RS proc.
	SSB can be used for fine time-frequency sync. and RSRP measurement of the serving/camping cell. TRS is the considered CSI-RS for sync. 
(Note 2 SSBs in a slot for the ref. config.)
	[175]

	PDCCH + PDSCH
	PDCCH + PDSCH. ACK/NACK in long PUCCH is modeled by UL power state. 
	[350]

	UL
	Long PUCCH or PUSCH. 
FFS Tx power level
	[350]




Offline consensus:
Update the intra-frequency measurement power table for FR2 as follows:

For intra-frequency measurements:
	N: Number of cells for intra-frequency measurement
	Synchronous case
	Asynchronous case

	
	FR1
	FR2
	FR1
	FR2

	N=8
	150
	FFS [225]
	170
	FFS [285]

	N=4
	120
	FFS [195]
	140
	FFS [255]



All above values are slot-averaged power (P_fr1 or P_fr2 for FR1 or FR2 respectively).
Synchronous case means actual SSB tranmissions from cells are time-aligned e.g., timing of SSBi from cell i is aligned with timing of SSBi from cell j.
Asynchronous case means actual SSB transmissions from cells are not time-aligned e.g., timing of SSBi from cell i is not aligned with timing of SSBi from cell j

Offline consensus:
Update the full neighbour cell search power table for FR2 as follows:
For full neighbor cell search:
The baseline neighbor cell search power is independent of the number of cells on the first order and can be approximated as:
	FR1
	FR2

	[150]
	[270]



It is expressed as the power averaged over a slot during which search is performed.

Offline consensus:
For power modelling purpose, adopt the following maximum number of cells for intra-frequency measurement within a slot:
	FR1
	FR2

	Nmax = 19
	Nmax = 9



Offline consensus:
For combined measurement and search:
To obtain combined neighbor cell measurement and search power, add the difference between full search power and PDCCH-only power to the neighbor cell measurement power, at least for FR1. I.e.:
	N: Number of cells for intra-frequency measurement & search
	Synchronous case
	Asynchronous case

	
	FR1
	FR2
	FR1
	FR2

	N=8
	200 (150+50)
	[320] (225+95)
	220 (170+50)
	[380] (285+95)

	N=4
	170 (120+50)
	[290] (195+95)
	190 (140+50)
	[350] (255+95)




[bookmark: _Hlk527389235]Serving and neighbor cell measurements (Details)
For intra-frequency measurement, because the time scale over which multiple cells are measured can be per-slot, modelling based on power averaged over a slot is used. For overall energy, at least the slot-averaged power multiplied by the number of slots over which measurements are carried out should be included.

For FR1,
[bookmark: _Hlk527389252]Scenario 1 (SSBs from cells are synchronized):
· Scaling expression
P1 = 100 + (scale factor)*(N-1)
	Where N is the number of cells to measure; 100 is based on PDCCH-only power.
· E.g. N=8: P1=150 units
· E.g. N=4: P1=120 units

[bookmark: _Hlk527389223]Scenario 2 (SSBs from all cells are not synchronized):
· Up to 6 additional symbols to receive, and the additional power is 20.
P2 = P1 + 20
For FR2, FFS
      Scenario 1 (SSBs from cells are synchronized):
· Same as FR1 power but with 175 base power instead of 100 (i.e. add 75 to the FR1 numbers)
P1 = 175 + (scale factor)*(N-1)
	Where N is the number of cells to measure
· E.g. N=8: P1=225 units
· E.g. N=4: P1=195 units

Scenario 2 (SSBs from all cells are not synchronized):
· Up to 6 additional symbols to receive, and the additional power is 60.
P2 = P1 + 60


FR2 reference configuration for the antenna array
One company [1] proposes the following:
For the power consumption model for FR2, define a reference configuration for the antenna array, and select two typical EIRP values.
· To make the power model as simple as possible, a reference configuration should be defined, for example 4 antenna elements in each UE antenna array.

Conclusion: It is understood that 4 antenna elements in each UE antenna array is the reference configuration.

FR2 Scaling
Offline consensus:
Additions or modifications to the agreed table are marked in red below:
	
	Proposal
	Comment

	BWP Bandwidth (DL)
	Scaling of X MHz = 0.4 + 0.6 * (X - 20) / 80. Linear interpolation for intermediate bandwidths. Valid only for X = 10, 20, 40, 80, and 100.
Above scaling is applicable for FR1 only.
In case scaling is needed for FR2, companies can report the assumed scaling factor.
	For 10MHz BW, only AL up to 8 can be used for PDCCH
The transition time is the same as DCI-based BWP switching delay for Rel-15.
FFS: transition energy for BWP switching

	BWP Bandwidth (UL)
	No scaling at 0dBm or 23dBm
Above scaling is applicable for FR1 only.
In case scaling is needed for FR2, companies can report the assumed scaling factor.
	

	CA (DL)
	2CC is 1.7x1CC
4CC is 3.4x1CC (i.e. 2x 2CC)
Above refers to the worst case CA configuration in terms of power consumption.
	Higher CA is FFS
Activation/deactivation delay follows RAN4 specification; FFS transition energy
Applicable for FR1 and FR2

	CA (UL)
	Same as downlink at 0dBm. 2CC is 1.2x1CC at 23dBm
Limit scaling up to 2CC.
	Applicable for FR1 and FR2

	Antenna scaling (DL)
	2Rx power is 0.7x 4Rx power for FR1
1Rx power is 0.7x 2Rx power for FR2
	Other antenna counts are FFS
Assume same number of antenna elements per Rx chain

	Antenna scaling (UL)
	2Tx power is 1.4x 1Tx power at 0dBm; [No scaling] 1.2x at 23dBm. FR1 only.
	Other antenna counts are FFS
2Tx support is not considered for FR2.


	PDCCH-only
	Power of cross-slot scheduling is 0.7x same-slot scheduling
FFS for the scaling w.r.t. # of blinding decoding
	Applicable for FR1 and FR2

	SSB
	FFS for # of SSB to be processed in one slot (Note 2 SSBs in a slot for the ref. config.)
One SSB power is 0.75 of two SSB power, i.e. 75 power units
FFS for neighbor cell measurement including cell detection
FFS for #measured cells/SSBs
	

	PDSCH-only slot
	[280]
	Applicable for FR1 and FR2.
This assumes the same number of PDSCH symbols as in the PDCCH+PDSCH case.

	CSI-RS
	FFS for scaling w.r.t. # of symbols for CSI-RS
FFS for neighbor cell measurement
FFS for #measured cells
	

	Short PUCCH
	Short PUCCH power = [0.6 0.3] x uplink power
Reference config consists of 1-symbol PUCCH
	Applicable for FR1 and FR2.

	SRS
	SRS power = [0.6 0.3] x uplink power
	Applicable for FR1 and FR2.




Power saving signal
One company [7] proposes that for evaluation purpose, power consumption of power saving signal could be reused deep sleep power consumption 1unit/slot, 0.1unit/slot, even less than 0.1unit/slot.
Another company [10] proposes to assume power saving signal power to be same as PDCCH-only power (i.e. 100).
Another company [13] proposes 1/3 of PDCCH-only power for power saving signal and 1/3 of deep sleep transition overhead.
[bookmark: _Hlk529622941]Recommendation: Discuss further

Modulation order
One company [12] provides scaling factors for different modulation order. 
Feature lead’s comment: The scaling factors should be for the RF frontend portion only and it is unclear how to apply to the power state (which includes overall modem and RF frontend power).
Recommendation: Clarification needed.

Variations and combination of states
Variant states
One company [9] provides the following proposals and results for symbol-based modelling; Numbers in parentheses are already agreed numbers (could be in square brackets):
· For UE power saving SI, consider the power number breakdown method for deriving power numbers for new states.
· New states and power numbers considered in Table1 is used for proposal evaluation in UE PS SI.
· 
	State
	Power Calculation

	MS(2)PDSCH(12)
	14X + MS*2/14 + 12Z = 274.8 (300)

	PDCCH(2)PDSCH(9)MS(1)PUCCH0dBm(2)
	12X + Y + 9Z + 45/14 + 250*2/14 = 284.8 (300)

	PDCCH(2)PDSCH(9)MS(1)PUCCH23dBm(2)
	12X + Y + 9Z + 45/14 + 700*2/14 = 349.1 (300)

	MS(12)PUCCH0dBm(2)
	45*12/14 + 250*2/14 = 74.3 [180]

	MS(2)PDSCH(9)MS(1)PUCCH0dBm(2)
	9X + 45*2/14 + Z*9 + 45/14 + 250*2/14 = 246.7 [280]

	MS(2)PDSCH(9)MS(1)PUCCH23dBm(2)
	9X + 45*2/14 + Z*9 + 45/14 + 700*2/14 = 310.9 [280]

	PDCCH(2)PDSCH(9)MS(3)
	11X + Y + 9Z + 45*3/14 = 242.3

	MS(2)PDSCH(9)MS(3)
	9X + 9Z + 45*5/14 = 217.3

	PDCCH(2)MS(10)PDSCH(2)
	4X + Y + 45*10/14 + 2Z = 108.3

	PDCCH(2)PDSCH(2)MS(12)
	2X + Y + 2Z + 45*12/14 = 88.3



Feature lead’s comment: Should 2-symbol PUCCH or 1-symbol PUCCH be assumed?
One company [3] has the following number of PDCCH symbols scaling proposal:
· A change of +/- 1 symbol in the PDCCH-only reference configuration of the agreed power model changes the PDCCH-only power by +/- 10% of the reference configuration power.

One company [13] suggests simplicity is important and some of the states with minor differences should be not be modelled separately.

Proposal:
The following scaling model is proposed for modelling the slot-averaged power as a function of the number of PDSCH symbols for two cases: (i) with PDCCH, (ii) without PDCCH, for FR1 only.
Case (i): with PDCCH:



Linear interpolation between above two endpoints:
P(x) = x∙300 + (1-x)∙Y
Where 
x = min((N+m),12)/12. 
N is the number of PDSCH symbols.
m is the overhead (in number of symbols) for transition into/out-of microsleep. m>=[2].
[70] < Y <= [100]. 
FFS: minimum value of N
Assume TDRA is configured such that UE can potentially go into lower power state during symbols not schedulable for PDSCH.

Case (ii): without PDCCH
	FFS


Two or more state combining
One company [2] suggests the following cases for further study and method for combining:
· pdcch & measure
· pdcch & pdsch & measure
· pdcch & cell search
· pdcch & pdsch & cell search
· measure & cell search
· pdcch & measure & cell search
· pdcch & pdsch & measure & cell search
· method to combine: Subtracting a common part from the sum 

Several companies [7][11] share the view that the common portion when combining multiple states can be the microsleep power.

One company [11] proposes the following generic scheme for combining two power states:
· For the case of more than one power states occupying one slot, the power consumption for the respective slot is defined as the average power across each power state, weighted by the number of symbols of each power state

Several companies [10][13] share the view that there should be limitation to the combination of states, i.e. not all combinations are valid or should be modelled.

Possible proposals:
For UE power modelling, the following approximation is assumed:
· The slot-averaged power for “PDCCH+PDSCH+PUCCH” is same as “PDCCH+PDSCH”
· The slot-averaged power for “PDSCH+PUCCH” is same as “PDSCH-only”
· The slot-averaged power for “PDCCH+PUCCH” is the sum of “PDCCH-only” power and “short PUCCH” power.
· Note: PDCCH-only with cross-slot scheduling scaling is also applicable
· Assume “PDCCH+PDSCH” power if “SSB or CSI-RS processing” is concurrent in the same slot.
· Assume “PDSCH-only” power if “SSB or CSI-RS processing” is concurrent in the same slot.
· For “PDCCH-only” and “SSB or CSI-RS processing” concurrent in a slot, the slot-averaged power is 0.85x the sum of the respective power, at least for FR1
· For FR1, 0.85*(100+100) = 170
· For FR2, 0.85*(175+175) = [300]
· For “SSB processing” and “CSI-RS processing” concurrent in a slot, the slot-averaged power is 0.85x the sum of the respective power, at least for FR1
· For FR1, 0.85*(100+100) = 170
· For FR2, 0.85*(175+175) = [300]
· 2-SSB within a slot is assumed

Recommendation: Discuss further

RRM power modelling
Two companies [2][5] share the view that cell search is performed 1/3 as frequent as cell measurement, and this should be incorporated into the power state for combined search and measurement.
Offline consensus: 
· For RRM power modelling purposes, the evaluation can include both neighbour cell search and measurement.
· The minimum periodicity of neighbour cell search is 3 times the periodicity of L1 intra-frequency measurement as the reference configuration.

Another company [8] has slightly different ratios as shown in the following table:
scaling factors of the operation times between cell search and RRM measurement
	
	3km/h
	30km/h
	120km/h

	scaling factor
	[16]
	[8]
	[4]



And also proposes partial cell search, for which cell ID is known.
Feature lead’s comment: For ratio of frequency of occurrences, the effect should not need to be captured directly in the power state but instead should be handled with analysis across multiple periods.
Recommendation: Discuss further

SCell activation
For SCell activation timeline based on RAN4 specification, used the following assumptions [12]:
· k0 = 0
· THARQ = 2 ms
· SCell is known
· TSMTC_SCell = 5 ms
· SCell measurement cycle <= 160 ms
· TCSI_reporting = 2 ms

SCell activation timeline is illustrated in  [23], copied below for reference:
Figure 6 introduces the NR SCell activation/deactivation timeline analysis with MAC CE command. In general, UE will feedback acknowledgement within k1 + 1 slot after UE successfully receives the PDSCH carring SCell activation/deactivation MAC CE, and then UE needs to prepare RF transition to receive signals from target SCell within T_activation time. After UE gets ready to receive signals from new SCell, UE still requires a certain period, i.e., TSMTC_SCell, TSMTC_MAX (defined in [2]) and additional latency, to finish synchronization in the target SCell. The exact time for synchronization in target SCell depends on the specified conditions. Finally, UE performs CQI measurements and reporting within Z latency after UE starts to receive reference signals.
Note: Z is the CSI computation delay requirement, defined in Section 5.4 in 38.214.


[bookmark: _Ref525911908]Figure 6: NR SCell activation/deactivation timeline with MAC CE command

Feature lead’s summary: May need to resolve difference in SMTC window compared to RRM assumption.
Recommendation: Discuss and decide

Traffic Modelling

Summary of offline consensus / possible proposals (11/16 @10am):
Offline consensus:
· For system level simulation, at least assume that the traffic model is FTP model 3 with 0.5Mbyte payload and mean inter-arrival time of 200 milliseconds
· The mean inter-arrival time can be adjusted to achieve different cell loading scenarios. 
· Note: Other variations including different traffic models are not precluded
· The same traffic model settings should be used across all users.

Offline consensus:
For FTP, instant messaging, and VoIP application, the following traffic models and DRX configuration should be included for evaluation:
	

	FTP traffic
	Instant messaging
	VoIP

	Model
	FTP model 3
	FTP model 3
	As defined in R1-070674.
Assume max two packets bundled.

	Packet size
	0.5 Mbytes
	0.1 Mbytes
	

	Mean inter-arrival time
	200 ms
	2 sec
	

	DRX setting
	Period = 160 ms
Inactivity timer = [100] ms
	Period = 320 ms
Inactivity timer = 80 ms

	Period = 40 ms
Inactivity timer = 10 ms


Note: For ON duration setting, following reference DRX configurations as previously agreed.

Offline consensus:
· For web-browsing, video streaming, and gaming applications, the traffic models and the delay requirements defined in R1-070674 can be used in the evaluation. The parameters (e.g. packet size) may be updated to be in line with EMBB traffic requirements.
· For background app sync application, for power consumption evaluation purpose, it can be assumed that idle mode operations (inclusive of page detection, RRM, deep sleep and transition overhead) contributes to X% of the use case power. The remaining portion is contributed by intermittent RRC connections due to background activities (FFS: value of X)
· Companies should report the assumptions made in the evaluation


Priorities
The following views are captured from companies’ contributions:
· FTP, gaming, VoIP [2]
· FTP, background signalling, and VoIP applications [14]
· Real-time video, instant messaging, VoIP [3]
	

	Real-time video (FTP model 3)
	Instant messaging (FTP model 3)
	VoIP

	Packet size
	0.5 Mbytes
	0.05 Mbytes
	As defined in R1-070674

	Mean inter-arrival time
	200 ms
	2 sec
	

	DRX setting
	Period = 160 ms
Inactivity timer = 100 ms
	Period = 320 ms
Inactivity timer = 80 ms
	Period = 40 ms
Inactivity timer = 10 ms

	Note: 
	20Mbps for 2K/4K real-time video streaming
	200 Kbps for IM-like application
	~20Kbps for low-rate yet delay sensitive services




Model Proposals
	Application
	Model proposal

	Web-browsing
	· FTP model 3 [2]
· 3GPP model [20]
· New model (details not yet provided) [13]

	Video streaming
	· FTP model 3 [3]
· 3GPP model (with parameter update) [20][10]
· IEEE 11ax model [10]

	Instant messaging
	· FTP model 3 [2][13][3]

	VoIP
	· Consensus is to use the 3GPP model [20]
Additional view: [2]
· The parameters and delay requirement for VoIP traffic model in R1-070674 is used for UE power saving.
· When modeling VoIP, 50ms one way delay budget should be considered.

	Gaming
	· 3GPP model with updated parameters [20][2][10]
· Updated model based on 3GPP model [15]
· IEEE 11ax model [10]
Other views:
· The evaluation shall only include the impact of the radio modem power consumption, but high-activity (CPU, GPU, screen) applications such as gaming shall be excluded [14]
· Considering overall power saving gain at UE side, it is necessary to consider traffic model targeting scenarios where UE power consumption at modem part is relatively high [6]

	Background app sync
	· Idle mode operations (inclusive of page detection, RRM, deep sleep and transition overhead) contributes to X% of the use case power. The remaining portion is contributed by intermittent RRC connections due to background activities (FFS: value of X) [13]



Feature lead’s comment: Consensus to model instant messaging traffic with FTP model 3.
Recommendation: Discuss whether traffic models (not based on FTP model 3) should be adopted for other applications. If yes, consider giving preference to existing models already defined in 3GPP.

Evaluation

Summary of offline consensus / possible proposals (11/16 @10am):

Offline consensus:
For power evaluation,
· For evaluation of DRX scenarios, the RRC release timer is set to infinity to ensure C-DRX and I-DRX cases are treated separately.
· Power consumption for channel/time/frequency and beam tracking operations should be taken into account.

Offline consensus:
Use the following as a reference for RRM power evaluation:
· Assume SMTC window duration of 2ms for synchronised FR1 scenario.
· Assume SMTC window duration of 5ms for FR2 scenario.
· Note: other values are not precluded



Reference time distribution
One company [3] proposes generating reference time distribution to enable common evaluation:
· Reference time distributions for the agreed traffic models are generated to enable efficient and common evaluation for different power saving proposals

Feature lead’s comment: Reference time distribution is useful for the baseline, but different power saving proposals may affect the time distribution in different ways so it may not be feasible to have a common reference.

Periodic activities
The following are views on including periodic activities in the evaluation:
· Time distribution should be generated per traffic model by averaging over random UE geometry and taking into account periodic UE activities (including at least SSB processing of 4 ms prior to each DRX on-duration for FR1).[3]
· It is necessary to model the power consumption of the front end processing before real activation to get complete knowledge of DRX ON/OFF switching [7]
· [image: ]
· For evaluation assumption for UE power saving except for RRM measurement, TRS is transmitted in consecutive 2 slots in every 20 slots with bandwidth of minimum 52 RB and BWP size. UE may receive the TRS before DRX ON period and during the DRX Active Time [6]
· To account for the TRS and beam management related CSI-RS processing in power consumption modelling, CSI-RS on one slot per 20ms is assumed combined with (periodic) PUCCH or PUSCH based reporting (at 20ms).[14]

Possible proposal: For power evaluation assumption on periodic activities, the following two alternatives can be considered:
Alt-1: For DRX cycle 40msec or greater, SSB processing of [2 msec] should be assumed in power evaluation.
Alt-2: TRS is transmitted in consecutive 2 slots in every 20 slots with bandwidth of minimum 52 RB and BWP size. UE may receive the TRS before DRX ON period and during the DRX Active Time

Recommendation: Discuss which of the above should be the baseline assumption


Latency and System Overhead
The following view is noted:
· Additional latency for a power saving scheme is measured by comparing the latency of the transmission compared to the baseline scenario and is measured for both its worst-case scenario and average value over the simulation duration [11]
· The latency of each packet can be obtained by: [2]

       (2)
· The system overhead of power saving signals/channels can be counted if power saving signals/channels are configured by power saving schemes. [2]


DoU power metric
Two companies [11][13] share the view that DoU time weights can be assigned to use cases and an overall DoU power can be an evaluation metric:
· When multiple applications are evaluated, Eq. 1 can be used to determine the average power saving gain across different traffic models.
· Define and as the power saving gain and the normalized weight for application , the average power saving gain can be obtained by
,
· where =1. Here, the value of  depends on the relative value of the energy consumed by the respective application to the total energy consumption in the average daily usage. 
One company [14] expressed the following view:
· The main evaluation metric should be based on individual contributions. Optionally, it may also be combined into a single number as DoU.  

Criteria for choice of evaluation method
[3]:
	Adaptation dimension
	Schemes
	Power saving analysis
	Performance/impact analysis

	Frequency
	BW adaptation,
Fast SCC access switching
	SLS or by reference time distribution
	SLS

	Space/MIMO
	#MIMO layer adaptation
	
	SLS

	Time
	Cross-slot scheduling, 
Saving DRX ON w/o data,
Saving PDCCH during data inactivity,
Saving background activity  (CSI/BM/SRS) processing time
	
	SLS

LLS: Power saving signal detection

	Processing capability
	Modulation order, MSC, TBS
	
	SLS



[2]: 
	Objective
	Evaluation Metric
	Evaluation method

	1-a
	Power saving gain
	· Numerical analysis, or
· System level simulation

	
	Latency of packets/user throughput 
	· Numerical analysis, or
· System level simulation

	1-b
	Quality of power saving signal/channel
	· Link level simulation

	
	System overhead of power saving signals/channels
	· Numerical analysis

	2
	Power saving gain
	· Numerical analysis

	
	RRM measurements accuracy
	· Link level simulation



· System level simulation is optional

[7]:
Simulation methodology and performance metric for UE power saving scheme 
	Item
	Evaluation  methodology
	Performance metric

	Time domain/Frequency domain
	Numerical analysis
	UE power consumption,
UE transmission latency

	DRX configuration
	[bookmark: OLE_LINK49][bookmark: OLE_LINK50][bookmark: OLE_LINK51]Numerical analysis
	UE power consumption,
UE transmission latency

	Antenna domain
	[bookmark: OLE_LINK52][bookmark: OLE_LINK53]Numerical analysis /SLS
	UE power consumption,
UE transmission latency,
[bookmark: OLE_LINK58][bookmark: OLE_LINK59]System throughput if needed

	UE processing time
	Numerical analysis
	UE power consumption,
UE transmission latency

	PDCCH reduction
	LLS, SLS
	[bookmark: OLE_LINK56][bookmark: OLE_LINK57]UE power consumption,
UE transmission latency
System throughput if needed

	Assistant information for adaption
	Numerical analysis
	UE power consumption,
UE transmission latency

	RRM measurement reduction
	LLS, numerical analysis
	Measurement accuracy, 
UE power consumption




RRM
RRM accuracy evaluation: [2]
Simulation assumptions for RSRP accuracy evaluation
	Simulation parameters
	values

	bandwidth
	120 MHz

	Channel model
	TDL-C Low 100ns 3Km/h and 30Km/h
1X2

	Measurement period(paging cycle)
	320ms, 640ms,1280ms

	Number of measurement samples per measurement period (MP)
	Idle state: 1 or 2;
Connected state: company report

	Subcarrier spacing
	15 kHz

	Number of SS blocks per SS burst set
	1

	SS burst periodicity
	20ms

	New measurement RS
	1) company report

	L3 filter
	Defined in section 5.5.3.2 in TS 38.331
[image: ]
Where a = 1/2(k/4) ,k depends on company report

	Evaluation metric
	Delta RSRP(dB) = measured RSRP – ideal RSRP



[6] It is necessary to investigate the negative impact of RRM measurement relaxation (e.g. reduction of measured cell and/or SSB slots) together with UE power consumption reduction.

[6] For evaluation UE power consumption reduction in RRM measurement, UEs in motion are modelled. UE dropping and mobility modelling in TR37.885 is considered as a baseline 

One company [14] has the following proposals:
· Add at least two frequency layers for inter-frequency measurements modelling  already agreed. Check.
· Assume SSB based RLM for the FR1 power consumption evaluations.
· Determine intra-frequency mobility CSI-RS based measurement to be done only for ‘detected’ neighbour cells, assuming 20ms periodicity. Assume similar measurement periodicity as for SSB based measurements

Recommendation: Discuss jointly with RRM measurement power saving session.

DRX assumptions
[11] A DRX configuration base for each traffic type should be agreed by considering the characteristic of each traffic to avoid over optimistic power saving gain.

[14] Define the group paging rate (for PO) as 20%. If desired some other value could be evaluated in addition.


DL vs UL priority
[11] Both UL aspect and the number of DL transmission per occasion should be considered in the energy consumption calculation.
[14] The focus of the study shall have equal priority on DL and UL.

Sleep mode assumptions
[6] For evaluation assumption for UE power saving, it is necessary to decide how UE select sleep mode among deep/light/micro sleep and when UE enters to or leaves from the sleep mode.


Simulation Assumptions

[3] For LLS simulation on power saving signal detection performance, at least the following SINR values should be testified for dense urban scenario: -5.6 dB (5% CDF; cell edge), 2.6 dB (50% CDF), and 19.7 dB (95% CDF)
Offline consensus: For LLS simulation on power saving signal detection performance, at least the following SINR values should be evaluated for dense urban scenario: -6dB, 3dB, 20dB.
[image: ]


[3] For SLS simulations, the following specifications are further adopted:
· Set UE number to 10 for high data rate traffic model and 40 for lower data rate ones (e.g. VoIP)
· TDD configuration of [D D D D U] is applied to FR1 and short PUCCH for UL is applied to FR2.

[14] The selected TDD slot format must be specified when providing evaluation results. E.g. a DL heavy (e.g. format 46), UL heavy (e.g. format 47) and balanced formats (e.g. format 45).

[14] It is not mandatory to include carrier aggregation, TCP slow start, and apply the same traffic profile for all (in multi-user simulations), for system level evaluations. If such elements are included in the evaluations it should be explicitly stated.

[13] For system level simulation, the baseline assumption for the traffic model is FTP model 3 with 0.5Mbyte payload and mean inter-arrival time of 200 milliseconds. The inter-arrival time can be adjusted to achieve different cell loading scenarios. The same traffic model settings should be used across all users.

[11] A minimum simulation duration should be agreed for calculating the power saving gain.

[13] Baseline assumption is to run system-level simulation without DRX. In the case DRX needs to be modelled, the DRX configuration should be common across users and the DRX cycles should be aligned in time.
[14] The objectives 1a), 1b), and 2) of [1] require the use of DRX for system level simulations.
Possible proposal: For system level simulation with DRX, the scenario where all users share a common DRX configuration with aligned DRX cycles should be included.


Power Saving Proposals
In one company’s contribution [3], some power saving proposals are made along with observations from evaluation.
Proposal 1 – Bandwidth reduction to 20MHz or 40MHz should be considered for UEs in idle mode
Proposal 2 – Locating a wakeup signal (whether PDCCH based or a new signal) close in time and frequency to the SSB resources used for measurement should be considered as a means of reducing time the UE spends in light sleep during wakeup occasions.
Proposal 3 – Cross-slot scheduling should be enabled in connected DRX
Proposal 4 – The OnDuration timer setting should not exceed [5%] of the DRX cycle
Proposal 5 – The Inactivity timer setting should not exceed [10%] of the DRX cycle. If this is not possible then the network should terminate the DRX cycle when it has no more data to deliver.
Proposal 6 – DCI based switching of BWP should be considered as a means of reducing the signalling overhead for BWP switching.
Proposal 7 – The UE should revert to low bandwidth BWP monitoring whenever On timer or Inactivity timer expiry marks the end of a DRX period.

Calibration Results
	 
	Power States
	HW [1]
	Vivo [2]
	MTK [3]
	ZTE [25]
	Intel [24]
	LGE [6]
	CATT [7]
	SS [10]
	E/// [11]
	QCOM [13]

	FTP, w/o C-DRX
	PDCCH only
	 
	99.75%
	99.75%
	99.73%
	99.75%
	99.75%
	99.71%
	99.75%
	99.80%
	99.75%

	
	PDCCH+PDSCH
	 
	0.25%
	0.25%
	0.27%
	0.25%
	0.25%
	0.29%
	0.25%
	0.20%
	0.25%

	
	Micro sleep
	 
	0.00%
	0.00%
	 0.00%
	0.00%
	0.00%
	0.00%
	0.00%
	0.00%
	0.00%

	
	Light sleep
	 
	0.00%
	0.00%
	 0.00%
	0.00%
	0.00%
	0.00%
	0.00%
	0.00%
	0.00%

	
	Deep sleep
	 
	0.00%
	0.00%
	 0.00%
	0.00%
	0.00%
	0.00%
	0.00%
	0.00%
	0.00%

	FTP, w/ C-DRX
	PDCCH only
	34.96%
	34.68%
	34.62%
	35%
	34.96%
	35.27%
	37.92%
	32.85%
	38.20%
	35.01%

	
	PDCCH+PDSCH
	0.21%
	0.25%
	0.20%
	0.27%
	0.25%
	0.26%
	0.29%
	0.20%
	0.20%
	0.25%

	
	Micro sleep
	0.02%
	0.01%
	0.02%
	0.03%
	0.02%
	0.02%
	61.85%
	0.01%
	0%
	0.01%

	
	Light sleep
	0.15%
	0.13%
	0.17%
	0%
	0.15%
	0.17%
	
	0.14%
	0%
	0.15%

	
	Deep sleep
	64.66%
	64.94%
	64.99%
	65%
	64.62%
	64.28%
	
	66.80%
	61.60%
	64.58%

	VoIP, w/o C-DRX
	PDCCH only
	 
	98.59%
	98.56%
	98.43%
	98.75%
	 
	98.70%
	98.46%
	98.50%
	98.60%

	
	PDCCH+PDSCH
	 
	1.41%
	1.44%
	1.57%
	1.25%
	 
	1.31%
	1.54%
	1.50%
	1.40%

	
	Micro sleep
	 
	0.00%
	0.00%
	 0.00%
	0.00%
	 
	0.00%
	0.00%
	0.00%
	0.00%

	
	Light sleep
	 
	0.00%
	0.00%
	 0.00%
	0.00%
	 
	0.00%
	0.00%
	0.00%
	0.00%

	
	Deep sleep
	 
	0.00%
	0.00%
	 0.00%
	0.00%
	 
	0.00%
	0.00%
	0.00%
	0.00%

	VoIP, w/ C-DRX
	PDCCH only
	22.09%
	22.40%
	21.46%
	19.31%
	18.72%
	 
	14.43%
	20.16%
	32.40%
	22.31%

	
	PDCCH+PDSCH
	1.08%
	1.09%
	1.09%
	0.78%
	1.25%
	 
	0.40%
	1.96%
	1.50%
	1.08%

	
	Micro sleep
	0.00%
	0.00%
	0.00%
	 0.00%
	0.00%
	 
	85.16%
	0.00%
	0.00%
	0.00%

	
	Light sleep
	1.37%
	0.61%
	0.41%
	 0.00%
	0.00%
	 
	
	0.34%
	26.50%
	0.54%

	
	Deep sleep
	75.45%
	75.90%
	77.04%
	79.92%
	80.03%
	 
	
	77.54%
	39.60%
	76.07%




References
[1] [bookmark: _Ref529556800][bookmark: _Ref526674314][bookmark: _Ref516255951]R1-1812230	Evaluation methodology for UE power saving		Huawei, HiSilicon
[2] [bookmark: _Ref529560881]R1-1812329	Remaining aspects for evaluation methodology for power saving		vivo
[3] [bookmark: _Ref529556131]R1-1812360	Evaluation methodology for UE power saving		MediaTek Inc.
[4] R1-1812420	Consideration on UE power consumption model and preliminary evaluation results		ZTE Corporation
[5] [bookmark: _Ref529559347]R1-1812512	Evaluation methodology for UE power saving techniques		Intel Corporation
[6] [bookmark: _Ref529610321]R1-1813960	Discussion on evaluation methodology for UE power consumption		LG Electronics
[7] [bookmark: _Ref529558632]R1-1812640	Evaluation Methodology for UE Power Saving Scheme		CATT
[8] [bookmark: _Ref529561558]R1-1812823	Evaluation methodology for UE power saving		OPPO
[9] [bookmark: _Ref529560595]R1-1812924	Evaluation methodology for UE power saving		Apple Inc.
[10] [bookmark: _Ref529558704]R1-1813010	Evaluation Methodology for UE power saving		Samsung
[11] [bookmark: _Ref529560949]R1-1813181	Evaluations and modeling of UE power consumption		Ericsson
[12] [bookmark: _Ref529562216]R1-1813242	Discussion on power saving evaluation methodology 		InterDigital, Inc.
[13] [bookmark: _Ref529557868]R1-1813446	UE Power Saving Evaluation Methodology		Qualcomm Incorporated
[14] [bookmark: _Ref529555619]R1-1813619	Evaluation methodology for UE power consumption estimation		Nokia, Nokia Shanghai Bell
[15] [bookmark: _Ref529610261]R1-1813634	Traffic modelling for power consumption evaluation		Sony
[16] TR TR 38.913  Study on scenarios and requirements for next generation access technologies
[17] [bookmark: _Ref525312546]TR38.802, “Study on New Radio Access Technology Physical Layer Aspects,” V14.2.0
[18] Guidelines for evaluation of radio interface technologies for IMT-2020 (https://www.itu.int/pub/R-REP-M.2412-2017) 
[19] [bookmark: _Ref526866439]R1-1811897 “Summary of Power Model for NR Power Saving”, Mediatek et al (located at http://www.3gpp.org/ftp/Meetings_3GPP_SYNC/RAN1/Inbox/drafts/7.2.9.1%20Evaluation%20Methodology/)
[20] [bookmark: _Ref527048369]R1-070674, “LTE physical layer framework for performance verification”, Orange, China Mobile, KPN, NTT DoCoMo et al.
[21] IEEE 802.11-14/0571r12, “11ax Evaluation Methogology”
[22] [bookmark: _Ref529803404]R1-1813447	UE Adaptation to the Traffic and UE Power Consumption Characteristics	Qualcomm Incorporated
[23] [bookmark: _Ref529802890]R1-1813448	Triggering Adaptation of UE Power Consumption Characteristics	Qualcomm Incorporated
[24] R1-1814014	Evaluation methodology for UE power saving techniques		Intel Corporation
[25] R1-1814080	Consideration on UE power consumption model and preliminary evaluation results	ZTE Corporation

Appendix



2/9
image1.png
Relative Power
to deep sleep

Ramp
Down

Additional transition energy

and total transition time

Deep/Light sleep power

f

Deep/Light Sleep

Ramp Up

Non-
sleep
power
state

, Time




image2.emf
PDCC

H

micro sleep

PDCCH

processing

α·X 2 12-α·X

P

PDCCH

P

ms


PDCCH
micro sleep
PDCCH
processing
α·X
2
12-α·X
PPDCCH
Pms



image3.emf
RxFFT

CH_EST

CCH Demod

CCH Decode

Time

0 T

CCH

μSleep

Decoding each 

PDCCH candidate

T

slot

Power

CH est/demod 

each CCE

Instantaneous power

Per-slot average power

Processing timeline


oleObject2.bin
RxFFT


CH_EST


CCH Demod


CCH Decode


Decoding each PDCCH candidate



image4.emf
0 1 2 3 4 5 6 7 8 9 10 11 12 13

0 1 2 3 4

8 9

10 11 12 13 5 6 7 8 9

P = 300

P = Y


oleObject3.bin
0


1


2


3


4


5


6


7


8


9


10


11


12


13


0


1


2


3


4


5


6


7


8


9


10


11


12


13


8


9


P = 300


P = Y



image5.emf
MAC-CE for 

Scell Activation

(n)

UE ready to 

receive

k1

k0

T_activation

Known 

cell

Unknown 

cell

T

SMTC_SCell

+2slots+Z

2*T

SMTC_MAX

+2*T

SMTC_SCell

+2 slots+Z

P

D

C

C

H

P

D

S

C

H

ACK CQI

CQI

1 slot


oleObject4.bin
MAC-CE for 
Scell Activation


(n)


CQI


ACK


UE ready to receive


k1


k0


T_activation


CQI


Known cell


Unknown cell


TSMTC_SCell+2 slots+Z


2*TSMTC_MAX+2*TSMTC_SCell+2 slots+Z


PDCCH


PDSCH


1 slot



image6.wmf
PDCCH

/

PDS

CH

decoding

CSI

-

RS

 

SSB

 

PDCCH

/

PDS

CH

decoding

 

 

DL data

/

 

Paging


image7.wmf
packet

 

the

 

of

 

time

 

arrival

 

-

 

received

 

is

 

packet

 

 when

time

 

=

 

packet

 

each

 

of

latency 

 

The


oleObject5.bin

image8.wmf
n

n

n

M

a

F

a

F

×

+

×

-

=

-

1

)

1

(


image9.png
CDF

100

90 -

80

70+

-20

L L
-18 -16 -14 -12 -10 -8 -6 2 0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
SINR (dB)





