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Introduction
The RAN1#95 meeting is the last meeting of the NOMA SI. It is particularly difficult to draw conclusions on the different proposed transmit techniques since their performance comparison are closely related to the selected receiver architectures. This contribution proposes a way forward on the receiver architecture benchmarks that should be adopted for the WI.  In this contribution, we focus on the detection part of NOMA. It is clear that channel estimation can be embedded in the iterations between the detection and the decoding.
Receiver architectures 

Maximum Likelihood receiver
For Multiple Access Channel (e.g., MU-MIMO in the uplink), MIMO with limited or partial CSI at Tx, Interference Cancellation (IC) at the receiver side is a key functionality to exploit the promised underlying information theory capacity. The detection theory teaches us to rely on the Maximum A posteriori (MAP) criterion. However, its implementation is prohibitively complex. The “turbo principle” solves partially this issue by maintaining the conventional separation between the Multi-User Detection (MUD) and the channel decoding while iterating between those two functionalities to fight-back the inherent sub-optimality of this separation. Still, the maximum a posteriori probability (MAP) estimate may remain too complex for implementation even limited to the MUD. 

Observation 1: Outer loop iterations between the MUD and the channel decoding which consist of exchanging probabilistic information between these two functionalities is the state of the art way to approach the MAP detection. We refer to this receiver architecture as iterative joint MUD and decoding.



CRC based hard Interference cancellation
For HARQ in NR, a CRC is appended to the payload in order to detect an error at the PHY layer. Clearly, the use of this CRC can be leveraged to perform hard cancellation of the correctly received signals on the channel observations, thus, reducing the interference on the signals not yet detected correctly. 

Observation 2: CRC allows turning probabilistic information into hard values, i.e., infinite Log Likelihood Ratios at the decoder output. It should be leveraged for hard interference cancellation in the framework of iterative joint MUD and decoding. It can reduce the number of iterations with negligible additional complexity.

Proposal 1: Whatever the receiver architecture, CRC check can help to reduce the latency and the complexity at receiver side and should be used.

It is also possible to rely only on (CRC based) hard Linear Code word level Successive IC or Parallel IC (hard L-CWIC) [1]. For example, if several colliding signals independently encoded are to be detected, an iterative hard L-CWIC based on PIC architecture could be considered whose steps are:
1) Detect jointly all the signals not decoded correctly, e.g., LMMSE-IRC detection
2) Perform LDPC channel decoding and check the CRCs
3) Subtract the correctly decoded signals to the channel observations
4) Return to step 1 if some signals have not been decoded correctly and the interference situation has changed 
Note that different scheduling can be envisioned with respect to the number of decoding attempt allowed. Since for MU-MIMO UL OFDM transmission (without spreading) is the most likely in Rel. 15, the reference MUD candidate is the chip-level LMMSE-IRC. Indeed, it is unlikely to perform MU-MIMO pairing with DFT-spread border cell UEs.  

Observation 3: CRC based hard L-CWIC is a first improvement compared to the reference NR LMMSE-IRC receiver. It can leverage existing hardware architecture and can, thus, be a starting point of NOMA for the short term evolution of NR. However, such architecture cannot compete with iterative joint MUD and decoding since as soon as one error is detected the whole information brought by LDPC decoding is lost.

Proposal 2: Considered as a low complexity benchmark receivers using (CRC-based) hard L-CWIC. The NOMA transmit technique should behave reasonably well under such a low complexity receiver. It will give the industry some flexibility on when to introduce iterative joint MUD and decoding receiver architectures.

 MUD 
Block LMMSE-IC
As stated in Section 2.1, MUD is the complexity bottleneck. From a Message Passing Algorithm (MPA) or a sum product algorithm [2] perspective, the MUD steps correspond to the channel constraint node message computations. For transmit techniques relying on symbol spreading, the spreading sequence can be included into the channel constraint node. Indeed, it is important to jointly consider the code and antenna domain to exploit the inter-correlation properties of the spreading sequences. Applying a Gaussian Approximation (GA) conversion rule yields the conditional block LMMSE-IC. The GA conversion rule consists in converting the probability mass functions (pmfs) of the messages originating from the (channel) code and modulation constraint nodes (towards the channel constraints node) into Gaussian probability density functions (pdfs) with same mean and variance. Conditional here means that the LMMSE filter needs to be computed for each code, each Resource Element (RE), and each detection iteration. Several GA conversion rule were proposed based on (i) extrinsic pmf, (ii) APP pmf. APP based Gaussian Approximation (GA) conversion rule, i.e., convert APP based pmfs into Gaussian pdfs of same moments yields the “traditional” block LMMSE-IC or turbo equalization scheme. It is well known to outperform the extrinsic based GA despite violating the turbo principle [3]. Another alternative is to rely on the Expectation Propagation Algorithm (EPA) framework [4] which can also be viewed as a specific conversion rule on MPA messages and is an alternative to the APP based GA (see Fig. 1). The main complexity of this block-wise approach lies in the LMMSE square matrix inversions of dimension Nr*L where Nr is the number of receive antennas and L is the spreading factor. The averaging of the second order moments after the GA of incoming messages in time and frequency can reduce the number of matrix inversions needed at the expense of some performance loss. For example, the unconditional LMMSE-IC requires the evaluation of only one filter per code per iteration if the channel can be assumed invariant on the used REs [5] [6]. 

Chip LMMSE-IC
For transmit techniques that rely on the legacy Rel. 15 OFDM modulation, e.g., IDMA, LCRS, the block LMMSE-IC comes down to the chip LMMSE-IC (block LMMSE-IC with a spreading factor of L=1). For the other schemes, the channel node constraint can be developed at the chip level (spreading) or symbol level (for multidimensional mapping) to obtain a bipartite graph. Here, the MPA complexity will be reduced at the expense of the introduction of short cycles. Sparse resource mapping can be a way to control and reduce these short cycles. The APP-based GA or EPA on the chip or symbol  level messages yields the conditional chip LMMSE-IC at each constraint nodes. Several approximations on the second order moment of incoming messages after the GA exist to reduce the number of matrix inversions at the expense of some performance loss. One advantage of the EPA is that it lends itself naturally to inner iterations (iterative Symbol Level IC). These inner iterations may improve the quality of the moments of the GA. Inner iterations make sense here compared to the block LMMSE-IC since the LMMSE detection at each iteration is reduced to L inversion of square matrices of dimension Nr where Nr is the number of receive antennas and L is the number of constraints nodes.

Fig. 1 gives a quick summary of the different conversion rules which yields the conditional LMMSE-IC where the proj operator simply converts discrete pmf into Gaussian pdf of same mean and variance.
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Figure 1: EPA vs. APP GA

Note that block or chip-wise LMMSE-IC, as described in this Section, is referred to as Turbo L-CWIC receiver architecture in [1].


Observation 4: Gaussian approximation on pmf within MPA  framework is an efficient technique to reduce the MUD complexity

Proposal 3: Considered as a second benchmark iterative joint LMMSE-IC and decoding receiver architecture. It seems fair to consider either:
1) block LMMSE-IC with no inner iteration, 
2) chip LMMSE-IC with possibly inner iterations. 
Approximations to reduce the number of matrix inversions should be carefully investigated for these two approaches.

Proposal 4: A future proof NOMA transmit technique should be selected based on the second receiver benchmark.
OMA

The specification effort of NOMA is only related to the transmission technique. As a result to identify clearly the respective benefit of the transmit and receive sides, OMA reference should consider any technique (including overloading, i.e., more users than orthogonal resources if the receiver can deal with it) that does not impact the NR Rel. 15 standard and should consider the two proposed receiver benchmarks.

[bookmark: _GoBack]Proposal 5: OMA should consider any technique that does not impact the NR Rel. 15 standard and should consider the two proposed receiver benchmarks.

Proposal 6: These OMA benchmarks should be the starting point of a RAN4 WI to define some enhanced receiver types for SU-MIMO, MU-MIMO in NR Rel. 16 (at UE and g-Node B).


Conclusion
In this contribution we try to propose a WF in terms of receiver architecture benchmarks for the NOMA WI. We also propose to leverage the work on OMA reference in RAN4 for improved performance receiver types.

Observation 1: Outer loop iterations between the MUD and the channel decoding which consist of exchanging probabilistic information between these two functionalities is the state of the art way to approach the MAP detection. We refer to this receiver architecture as iterative joint MUD and decoding.

Observation 2: CRC allows turning probabilistic information into hard values, i.e., infinite Log Likelihood Ratios at the decoder output. It should be leveraged for hard interference cancellation in the framework of iterative joint MUD and decoding. It can reduce the number of iterations with negligible additional complexity.

Observation 3: CRC based hard L-CWIC is a first improvement compared to the reference NR LMMSE-IRC receiver. It can leverage existing hardware architecture and can, thus, be a starting point of NOMA for the short term evolution of NR. However, such architecture cannot compete with iterative joint MUD and decoding since as soon as one error is detected the whole information brought by LDPC decoding is lost.

Observation 4: Gaussian approximation on pmf within MPA  framework is an efficient technique to reduce the MUD complexity.

Proposal 1: Whatever the receiver architecture, CRC check can help to reduce the latency and the complexity at receiver side and should be used.

Proposal 2: Considered as a low complexity benchmark receivers using (CRC-based) hard L-CWIC. The NOMA transmit technique should behave reasonably well under such a low complexity receiver. It will give the industry some flexibility on when to introduce iterative joint MUD and decoding receiver architectures.

Proposal 3: Considered as a second benchmark iterative joint LMMSE-IC and decoding receiver architecture. It seems fair to consider either:
1)	block LMMSE-IC with no inner iteration, 
2)	chip LMMSE-IC with possibly inner iterations. 
Approximations to reduce the number of matrix inversions should be carefully investigated for these two approaches.

Proposal 4: A future proof NOMA transmit technique should be selected based on the second receiver benchmark.

Proposal 5: OMA should consider any technique that does not impact the NR Rel. 15 standard and should consider the two proposed receiver benchmarks.

Proposal 6: These OMA benchmarks should be the starting point of a RAN4 WI to define some enhanced receiver types for SU-MIMO, MU-MIMO in NR Rel. 16 (at UE and g-Node B).
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