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1	Introduction
RAN#80 approved a new SI on solutions evaluation for NR to support non-terrestrial network (NTN) [1]. The RAN1 work is scheduled to begin at RAN1#96bis in April 2019. The SI has the following objectives:-

Physical layer
Consolidation of potential impacts as initially identified in TR 38.811 and identification of related solutions if needed  [RAN1]: 
· Physical layer control procedures (e.g. CSI feedback, power control)
· Uplink Timing advance/RACH procedure including PRACH sequence/format/message
· Making retransmission mechanisms at the physical layer more delay-tolerant as appropriate. This may also include capability to deactivate the HARQ mechanisms.
Performance assessment of NR in selected deployment scenarios (LEO based satellite access, GEO based satellite access) through link level (Radio link) and system level (cell) simulations [RAN1]



In this contribution, we highlight the key considerations for adapting HARQ procedures in NR for NTN. This is a resubmission of our contribution R1-1811330 submitted to RAN1#94bis. 
2.	HARQ in terrestrial and non-terrestrial networks
Hybrid automatic repeat request (HARQ) protocol is one of the most important features in NR. In conjunction with link adaptation, HARQ enables efficient, reliable and low delay data transmission in cellular networks.
3.1	HARQ in Terrestrial networks
Existing HARQ procedures at the PHY/MAC layers have been designed for terrestrial networks where the round-trip propagation delay is typically restricted to within 1 ms. With HARQ protocol, a transmitter needs to wait for the feedback from the receiver before sending new data. In case of a negative acknowledgement (NACK), the transmitter may need to resend the data packet. Otherwise, it may send new data. This stop-and-wait (SAW) procedure introduces inherent latency to the communication protocol, which may reduce the link throughput. To alleviate this issue, existing HARQ procedure allows activating multiple HARQ processes at the transmitter. That is, the transmitter may initiate multiple transmissions in parallel without having to wait for a HARQ completion. For example, with 16 HARQ processes in NR DL, the gNB may initiate up to 16 new data transmissions without waiting for an ACK for the first packet transmission. Note that there are sufficient number of HARQ processes for terrestrial networks relative to the delay encountered by the HARQ feedback loop. 
Figure 2 shows the various delays associated with the HARQ procedure:
1. The packet first reaches the receiver after a propagation delay Tp.
2. The receiver sends the feedback after a processing/slot delay T1.
3. The feedback reaches the data transmitter after a propagation delay Tp.
4. The transmitter may send a retransmission or new data after a processing/slot delay T2.
5. The required minimum number of HARQ processes is (2Tp+T1+T2)/Ts, where Ts refers to the slot duration in NR, to achieve the highest throughput from continuous transmissions.
                          [image: ]
Figure 2 An illustration of HARQ protocol at MAC layer
3.2		HARQ in NTN
The NTN propagation delay can be considerably higher than that in terrestrial networks. This calls for tailoring the traditional HARQ procedures to cope with large propagation delays.  We now highlight the main issues with existing HARQ protocol amid large propagation delays.
1. The existing HARQ mechanism may not be feasible when the propagation delay is much larger than that supported by the allowed number of HARQ processes. For example, consider the scenario where NR DL is to be used for satellite communications. For the GEO case, the RTT propagation delay can be around 500 ms. With 16 HARQ processes, the gNB needs to wait for around 500 ms before sending new data. This translates to benefitting from only a meager fraction (16/500) of the available peak throughput. Therefore, without a sufficient number of HARQ processes, the sheer magnitude of the propagation delay may render closed-loop HARQ communication impractical.
2. The number of HARQ processes supported by the existing HARQ protocol is not sufficient to absorb the potentially large propagation delays in non-terrestrial networks. This can be addressed by increasing the number of HARQ processes to match the propagation delay. Unfortunately, it may be challenging to support that many HARQ processes (especially at the UE) since it requires large memories at both the transmitter and receiver.
3. [bookmark: _GoBack]To avoid the loss in throughput, it may be desirable to disable HARQ. However, the current implementation supports limited functionality for disabling HARQ at the PHY/MAC layers.
In short, the existing HARQ mechanism may not be well suited to non-terrestrial networks with large propagation delays, especially for GEO communications systems. Therefore, we need to study and develop new procedures for adapting HARQ to non-terrestrial networks.
Conclusions
In the previous sections, we argue that the existing HARQ procedure may not be well-suited for non-terrestrial networks with large propagation delays, especially for GEO communications systems. This calls for devising new HARQ mechanism in NR to support non-terrestrial networks. This may include the functionality to disable HARQ, making HARQ delay-tolerant, and increasing the number of HARQ processes while accounting for the implementation complexity.  
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