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Introduction
In the backhaul of IAB networks, an IAB node performs radio link monitoring on the link to its parent node. If radio link failure (RLF) is detected and declared at backhaul, in traditional LTE/NR network, the IAB node has to start procedures to reconnect to the network. However, such behaviors are costly, as during these procedures, all children nodes/UEs connected to the IAB node with backhaul RLF problem will lose connection to the network, and the resources allocated to children nodes/UE may be released by the IAB node as well. Therefore, enhancements to robustize IAB networks to RLF are introduced. 
The most recent agreements regarding IAB backhaul RLF were achieved in 3GPP RAN1#94 [1]:
	Agreements:
· To support RLM/RLF procedures for IAB nodes, the following should be further studied: 
· Enhancements to support interaction between Beam Failure Recovery success indication and RLF 
· Enhancements to existing beam management procedures for faster beam switching/coordination/recovery to avoid backhaul link outages should be considered for IAB nodes
· Study the need for additional backhaul link condition notification mechanism from the parent IAB node DU to the child IAB node as well as corresponding IAB node behavior.
· E.g., if the parent IAB node’s backhaul link fails (RLF or BF) 
· Note: this study is intended to focus on RAN1 aspecs only (any higher layers aspects are to be handled by other WGs)



In 3GPP RAN1#94bis meeting, the sub-topics of “linkage between beam failure recovery and RLF” and “Notification of parent backhaul link condition to child IAB node” were further discussed with no agreements being made [2]. 
[bookmark: _GoBack]In this contribution, we would like to discuss more extensively on the backhaul RLF problem to accelerate 3GPP progress in IAB SID.  

Discussion
In RRC_CONNECTED, the UE of NR system declares Radio Link Failure (RLF) when one of the following criteria are met [3]:
-	Expiry of a timer started after indication of radio problems from the physical layer (if radio problems are recovered before the timer is expired, the UE stops the timer);
-	Random access procedure failure;
-	RLC failure.
As IAB backhaul RLF may be triggered by different events across different layers,
[bookmark: _Hlk525741901]Proposal 1: In order to avoid IAB backhaul RLF, all events triggering RLF, with potential enhancements to avoid RLF, should be studied and captured in the scope of IAB SID TR; while RAN1 should focus on the problems from physical layer. 

After RLF is declared, the UE [3]:
-	stays in RRC_CONNECTED;
-	selects a suitable cell and then initiates RRC re-establishment;
-	enters RRC_IDLE if a suitable cell wasn't found within a certain time after RLF was declared.
In Rel-15, after N310 consecutive Out-of-Sync (OOS) are indicated from UE’s physical layer measurement, the T310 timer is triggered; if the timer expires in a configured time without receiving N311 consecutive In-Sync (IS) indications, then the RLF is declared. In the current RAN1 discussions, it has been acknowledged that the beam failure recovery success actually provides at least a pair of selected transmitter beam and receiver beam in the radio interface, which are associated together to maintain successful communications, even in a traditional Rel-15 way, the radio link failure is still declared in such circumstances. 
In fact, it’s easy to understand that beam failure recovery can be faster than radio link failure recovery to recover communications in radio interface, as beam failure recovery can be done solely in physical layer, while radio link recovery has to be operated across layers. Hence, it’s not reasonable that when the radio link has been recovered, the IAB node is still required to release all resources to initiates RRC re-establishment, as mentioned in the above Rel-15 UE’s behaviors.        
Proposal 2: Confirm that enhancements to support interaction between Beam Failure Recovery and RLF should be captured in the IAB SID TR.

On the other hand, radio link measurement is performed with layer-3 filtering over time and over beams, comparing with layer-1 filtering beam measurement, it generally indicates more accurately the condition of the radio link. In other words, if simply adopting the beam failure recovery to stop the radio link failure declaration, even the radio link continues to provide backhaul communications, it doesn’t necessarily mean it can provide reliable communications with required capacity for a relatively long period; furthermore, even assuming that keeping frequent beam failure recovery in such situations can provide long period communications, large amount of signalling, e.g., beam recovery request to the network, will obviously be heavy burden. Therefore, when and how the beam failure recovery assists avoiding RLF occurrence should be for further studied.            
Proposal 3: Details between Beam Failure Recovery and RLF should be left for WID phase.

The beam failure recovery can help handle the situation where the overall link has radio link problem (based on the reference signals for radio link monitoring), but at least some particular beam pair radio condition (based on the reference signals for beam monitoring, which could be different set from radio link monitoring) is good. For some cases, e.g., some frequency band is totally blocked, no good beam pair can be found for beam failure recovery, and hence beam failure recovery can’t be helpful to avoid RLF occurrence.   
As we know, in Rel-15 [4], the downlink radio link quality of the primary cell is monitored by a UE for the purpose of indicating out-of-sync/in-sync status to higher layers. The UE is not required to monitor the downlink radio link quality in DL BWPs other than the active DL BWP on the primary cell, which means even the radio link failure is declared, it only means the RLF happens in one BWP; unlike in LTE system, if RLF happens, the radio link over the whole bandwidth breaks. As a matter of fact, the NR system is allocated with much wider bandwidth than LTE system, it’s very possible that there is radio link problem in some frequency band, e.g., some particular BWP, however, some other frequency band within the allocated bandwidth, e.g., some other BWP(s), might have good radio condition. Therefore, if the network can be aware of the radio link problem, or potential radio link problem, in the current active BWP, and configure the IAB node backhaul link with another good BWP, then it’s much better than declaring RLF and initiating RRC re-establishment procedures in the bad BWP; what’s more, in Rel-15 we already have BWP configuration procedures to follow, which can be reused or at least serves as the baseline for IAB nodes.      
Proposal 4: Since RLF occurs per BWP, IAB node backhaul BWP switching (configured by the network) should be captured in the IAB SID TR.

Meanwhile, for the IAB nodes providing backhaul capability, power consumption is not an issue (normally they are base stations). Therefore,
Proposal 5: IAB node should be capable of monitoring BWPs other than the active BWP, for fast BWP switching.     

Lastly, the chapter 9.7.10 “Backhaul-link-failure recovery scenarios” of IAB SID TR describes some scenarios about backhaul link failure. In one example scenario (depicted in Figure 1), the backhaul-link failure occurs between on upstream IAB-node (e.g., IAB-node C) and one of its parent IAB-nodes (e.g. IAB-node B), where the upstream IAB-node (IAB-node C) has an additional link established to another parent node (IAB-node E).  


Figure 1: Example of backhaul-link failure scenario [5]

In scenarios where there are redundancy link(s) for backhaul, e.g., in dual connectivity or carrier aggregation cases, if one of the backhaul links has RLF, the transmissions from IAB nodes and associated IAB children nodes/UEs can still be directed to IAB donor. From functionality perspective, no enhancements on RLF handling is needed. Nevertheless from performance point of view, the network anyway has to suffer from the loss, e.g. in the above example, if originally both links from node B to node C and from node B to node C via node E can provide 100 MHz bandwidth, and the network is operated with full capacity (200 MHz), when RLF happens in one link, before the link recovers from RLF, the network only has half capacity trying to satisfying different service QoS requirements. 
In our opinion, the importance of enhancing backhaul RLF handling is to maintain children links’ connections to the network; when RLF happens, QoS is not a crucial factor for the network to consider.          
Proposal 6: Unless benefits can be justified, enhancement on handling IAB node RLF in case that redundancy backhaul link exists is not preferred.

Conclusions
In this contribution, we extensively talk about how to handle the backhaul link RLF; we limit our focus in physical layers for RAN1 discussions. In order to capture some important directions related in IAB SID technical report for future WID work, we have the following proposals:  
Proposal 1: In order to avoid IAB backhaul RLF, all events triggering RLF, with potential enhancements to avoid RLF, should be studied and captured in the scope of IAB SID TR; while RAN1 should focus on the problems from physical layer.
Proposal 2: Confirm that enhancements to support interaction between Beam Failure Recovery and RLF should be captured in the IAB SID TR.
Proposal 3: Details between Beam Failure Recovery and RLF should be left for WID phase.
Proposal 4: Since RLF occurs per BWP, IAB node backhaul BWP switching (configured by the network) should be captured in the IAB SID TR.
Proposal 5: IAB node should be capable of monitoring BWPs other than the active BWP, for fast BWP switching.
Proposal 6: Unless benefits can be justified, enhancement on handling IAB node RLF in case that redundancy backhaul link exists is not preferred. 
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