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Introduction
In RAN1#94bis, the following agreements were made for computation complexity analysis of the receiver.
Agreements:
· Table 8 (and its subtables & notes) and Table 9 in R1-1811938 are agreed
· To be captured in 38.812
In [1], block-wise MMSE-SIC for NOMA schemes based on symbol level spreading in frequency-domain with DFT-s-OFDM waveform was provided and potential receivers suitable for PDMA are analyzed and compared from complexity perspective. In this contribution, we provide further complexity analysis of MMSE-SIC and EPA-PIC receiver based on the agreements.

Potential receivers for NOMA
According to the agreements, the algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA and interference cancellation (IC) can be hard, soft or hybrid implemented in serial or parallel.
Figure 1 gives illustration of NOMA receivers of MMSE-SIC with hard IC, MPA/EPA-PIC with soft IC and MPA/EPA-PIC with hybrid (soft and hard) IC.



(a) MMSE-SIC with hard IC



(b) MPA-PIC / EPA-PIC with soft IC 


(c) MPA-PIC / EPA-PIC with hybrid (soft and hard) IC
Figure 1: Illustration of NOMA receivers

Computational Computation complexity of NOMA receivers
Notations of parameters are given in the following:
· 	: average number of decoding, demodulation and IC attempts for MMSE-hard IC 
· 	: maximum number of outer iterations between detector and soft-output LDPC decoder
· 	: average number of outer iterations between detector and soft-output LDPC decoder in the hybrid PIC receiver
·  	: number of inner iterations of detection/interference cancellation
· 	: number of inner iterations of LDPC decoding 
· 	: number of UEs 
· 	: number of Rx antennas 
· 	: number of encoded bits 
· 	: number of information bits 
· 	: spreading factor 
· 	: total number of REs for data
· 	: total number of REs for DMRS, e.g., length of DMRS sequence
· 	: total number of DMRS REs for initially estimated channel
· 	: maximal number of DMRS antenna ports 
·  	: number of adjacent REs to which the same demodulation weights are applied
· : number of adjacent REs to which the same SINR is assumed
·  	: average column weight (e.g., variable degree) of LDPC parity check matrix
·  	: average row weight (e.g., check degree) of LDPC parity check matrix
·  	: modulation order, e.g., 3 for 8-point constellation, 4 for 16-point constellation
·  	: number FN nodes (or resource elements) connected to each user
·  	: number of users connected to each resource element

Complexity of LDPC decoder
For LDPC decoder, the complexity largely depends on two key parameters of parity check matrix of LDPC, the average column weights  and the average row weights . The number of additions, comparisons, and table lookup for two options of LDPC decoder are given in Table 1, where a code block has Kbit of information bits and Nbit of encoded bits are assumed [3].
Table 1: Number of additions, comparisons and table lookups (LUT) for LDPC decoder
	Key component
	Opt.1) Optimal decoding:
Log-BP + ideal kernel
	Opt.2) Sub-optimal decoding:
Log-BP + Min-Sum + Offset

	Check node processing (per iteration per data block)
	#Add: dv*Nbit + (2dc - 1)*(Nbit - Kbit)
#LUT: 2dc*( Nbit - Kbit)
	#Add: dv*Nbit  + 2*(Nbit - Kbit)
#Comp: (2dc - 1)*( Nbit - Kbit)

	Bit node processing (per iteration per data block)
	#Add : dv*Nbit
	#Add: dv*Nbit

	Total (with multiple inner iterations) per coded bits, in #additions
	#Addition
	(2dv*Nbit + (2dc - 1)*(Nbit - Kbit))* Ninner_LDPC/ Nbit
	(2dv*Nbit  + 2*(Nbit - Kbit))* Ninner_LDPC/ Nbit

	
	#Comparison
	
	(2dc - 1)*( Nbit - Kbit)* Ninner_LDPC /Nbit

	
	#LUT
	2dc*( Nbit - Kbit)* Ninner_LDPC /Nbit
	


Option 1 and option 2 have different computation complexity and potentially different performance. In general, option 1 has higher computation complexity than option 2. It is noted that different LDPC decoders are adopted by different companies in NOMA evaluation. The same LDPC decoder should be used for link-level simulation and complexity analysis.
Proposal 1: The same LDPC decoder should be used for link-level simulation and complexity analysis.

Computation complexity of MMSE-SIC receiver
In RAN1#94bis, the following agreements were made for computation complexity analysis on MMSE hard-SIC receiver.
Table 2: Computation complexity approximation formulae
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	

	
	
	MMSE-IRC/hard-IC

	Detector (complexity in #complex multi.)

	UE detection 
	

	
	Channel estimation
	

	
	Rx combining, if any
	

	
	Covariance matrix calculation, if any
	

	
	Demodulation weight computation, if any
	

	
	UE ordering, if any
	

	
	Demodulation, if any
	

	
	Soft information generation, if any
	

	
	Soft symbol reconstruction, if any
	

	
	Message passing, if any
	

	
	Others
	

	Decoder (complexity in #addtion/comparision)
	LDPC decoding 
	A:
C : 

	Interference cancellation (complexity in #complex multi)
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	

	
	LLR to probability conversion, if any
	

	
	Interference cancellation
	

	
	LDPC encoding, if any
	Buffer shifting: 
Addition: 

	
	Others
	



For MMSE hard-IC receiver, different opinions exist for the following entries:
Covariance matrix calculation
For the complexity of covariance matrix calculation, there are two options.
Option 1:
                                                      (7)
Option 2:
                                                 (8)

For Option 1, the covariance matrix  can be calculated from the estimated spatial channel as follows,

                                                                  (9)

where H is the channel matrix for K number of UEs. is with the dimension of min(, Nrx *) where  is the number of users, Nrx is the number of receive antennas, and  is the spreading factor. The number of complex multiplication is roughly  per user in order to calculate the covariance matrix. Note that the covariance matrix is conjugate symmetric, and denote the number of adjacent REs to which the same demodulation weights are applied as , the complexity for detector part needs to be scaled up by a factor . The number of complex multiplication is roughly  for all users and all data REs.
For option 2, the noise covariance matrix Ri,j has dimensions Nrx.Nsf x Nrx.Nsf. Each element Ri,j is calculated as follows:
,                                          (10)
 ,                                                                (11)
where  is the channel estimate of UE n and  is the DMRS symbol of UE n.
This calculation is performed over the DMRS REs, where  is the received signal for index i corresponding to a certain antenna – symbol pair (within the spreading factor Nsf).  is the expected received signal. N is the number of Nsf blocks over which the covariance matrix is consider constant. The covariance matrix needs to be updated every iteration, but doesn’t depend on the number of UEs as it is calculated across all UEs. Total number of complex multiplies required is:  for all users and all data REs. The number of MMSE iterations is . The covariance matrix is calculated after each iteration signal y is updated due to the cancellation of some users. The first term comes from the calculation of the expectation above, there is a half as the matrix is symmetric. The second term is for the calculation of .

Comparison of above two options:

The difference between the above two options lies in two folds: 1) option 1 is based on channel estimation of each Data RE while option 2 is based on channel estimation of DMRS RE; 2) The covariance matrix  is calculated only once in  iterations for option1, while it is calculated and updated after each iteration for option 2. 

Demodulation weight calculation
For the complexity of demodulation weight calculation, there are three options.
Option 1:
                                                (12)
Option2:
,                                          (13)
Option 3: 
 (14)

For option1, MMSE demodulation weight is often calculated as follows,

                                                                          (15)
The matrix inversion would take roughly  complex multiplications. Note that matrix inversion needs to be calculated once for all users. The vector-matrix multiplication would take roughly ()2 complex multiplications per user. Also considering the complexity scaling factor , the computation complexity for MMSE weight calculation for all users for data RE is roughly.

For option 2, MMSE demodulation weight can be calculated as follows:
                                                              (16)
If we assume that there is a unique matrix every Nsf  REs, the number of complex multiples can be given by: . This means that the MMSE weight matrix is updated for each iteration when user(s) get cancelled. If we assume that the channels are constant over a block N Nsf REs, the number of complex multiplications is given by , where .


Different from option 1, for option 3, covariance matrix inversion  only needs to be calculated once for all UEs at the granularity of modulation symbol rather than RE. The second order term (for the remaining operations come from applying Sherman-Morrison formula) is per decoding attempt. The demodulation weight of  needs to be calculated for all remaining UEs in this IC round, whose complexity scales with , i.e., .


Comparison of above three options:
The difference between option 1 and option 2 lies in that different MMSE demodulation weight equations (15) and (16) are used. The difference between option 1 and option 3 lies in that for option 3, the demodulation weight  needs to be calculated for all remaining UEs in this IC round. In this sense, option 3 is more accurate than option 1, and both option 3 and option 2 are reasonable.

UE ordering
Option 1:
                                                   (17)
Option 2: 
                                   (18)

For option 1, for UE ordering based on SINR sorting, SINR can be calculated by 

,                                                                                 (19)
which requires () complex multiplications. Note that SINR needs to be calculated per user per data RE. For MMSE-SIC receiver, whenever a UE is successfully decoded, Tk needs to be re-calculated. 
Considering this, the average computation complexity per user per data RE for SINR sorting is therefore approximately . Then, the average computation complexity for all users and all data REs for SINR sorting is therefore approximately . In [6], it is pointed out that the sorting operation itself can be done very efficiently in the hardware and its complexity can be omitted here.

Comparison of above two options:
The difference between option 1 and option 2 lies in the sorting operation itself. For IC round, the UE ordering contains sorting with complexity , then the total complexity is the summation of each round where the number of total IC round is . Therefore, option 2 is more accurate than option 1.

Impact of average parameter  to BLER performance of MMSE-SIC receiver
To reduce the complexity of block MMSE-SIC receivers, it is proposed [4] [6] to calculate the covariance matrix over the averaged on one RB, i.e.,  adjacent REs. The reason lies in that, for some fading channel and user mobility, channel gains and covariance matrix do not change much among adjacent REs (e.g., one PRB with 1ms and 180 kHz), the same covariance matrix and demodulation weight matrix can be applied for demodulation on these REs, which will reduce the total computation complexity. The impact to the performance depends on time and/or frequency selectivity of wireless channel. Performance of block MMSE-SIC with averaging operation under eMBB and TDL-A channel is given in Figure 2, where 144 adjacent REs consists of 12 symbols and 12 subcarriers and 24 adjacent REs consists of 6 symbols and 4 subcarriers, simulation parameters are given in Table 3 in Annex. For TDL-A channel, when UE speed is 3km/h, there is no clear performance degradation for averaging over 24 REs or 144 REs. When UE speed is 30km/h, the performance degradation is about 0.3dB and 0.9 dB for averaging over 24 REs and 144 REs, respectively.
Therefore, at low speed, the average number of REs only depends on the frequency domain selectivity of the wireless channel. If the coherent frequency bandwidth is smaller than average bandwidth, there could be some performance degradation. At medium and high speed, the average number of RE depends on both time and frequency domain selectivity of the wireless channel. For example, if coherent time is smaller than average duration in time domain, there could be some performance degradation.

Observation 1: At low speed, the number of REs for averaging depends on the frequency selectivity of the wireless channel. At medium and high speed, the number of REs for averaging depends on the both time and frequency selectivity of the wireless channel.
[image: ]
Figure 2: Performance of block MMSE-SIC with averaging operation (144 REs and 24 REs)

Computation complexity of EPA-PIC receiver
In RAN1#94bis, there are three options for computation complexity analysis on EPA receiver, which are given from Table 4 to Table 6.
Option 1 is based on block EPA. Option 2 and option 3 are both based on chip EPA with different implementation architecture assumptions. Block EPA may achieve better performance at the cost of higher complexity.
Observation 2: Block EPA has higher computation complexity than chip EPA and the same EPA algorithm should be used for link-level simulation and complexity analysis. 
Observation 3: The computation complexity analysis is highly related to implementation architecture. 

Conclusion 
In this contribution, we provide block-wise MMSE-SIC for NOMA schemes based on symbol level spreading in frequency-domain with DFT-s-OFDM waveform, and complexity analysis of MMSE-SIC and EPA-PIC receiver.
Proposal 1: The same LDPC decoder should be used for link-level simulation and complexity analysis.
Observation 1: At low speed, the number of REs for averaging depends on the frequency selectivity of the wireless channel. At medium and high speed, the number of REs for averaging depends on the both time and frequency selectivity of the wireless channel.
Observation 2: Block EPA has higher computation complexity than chip EPA and the same EPA algorithm should be used for link-level simulation and complexity analysis. 
Observation 3: The computation complexity analysis is highly related to implementation architecture. 
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Annex:
Table 3: Simulation parameters 
	Parameters
	eMBB
	

	Carrier Frequency
	4 GHz
	

	Scheme
	MUSA
	

	Waveform (data part)
	CP-OFDM
	

	Channel coding
	NR LDPC
	

	Numerology (data part)
	SCS = 15 kHz, #OS = 14
#OS for DMRS = 2
	

	Allocated bandwidth
	12 RB
	

	TBS per UE (Bytes)
	150
	

	Target BLER for one transmission
	10%
	

	Number of UEs multiplexed in the same allocated bandwidth
	6
	

	BS antenna configuration
	4 Rx
	

	UE antenna configuration
	1Tx
	

	Propagation channel & UE velocity
	3 and 30 km/h

	MMSE avg REs
	‘Noavg’: not average
‘24REavg’: 4 adjacent subcarriers and 6 symbols
‘RBavg’: 144REs, 12 adjacent subcarriers and 12 symbols

	Channel Estimation 
	Ideal;
	

	Receiver
	Block MMSE-SIC
	

	MA signature allocation (for data and DMRS)
	Fixed

	Distribution of avg. SNR
	Equal

	Timing offset
	Without time offset: 0

	Frequency error
	Without frequency error: 0;



Table 4: Computation complexity of EPA SISO receiver (option 1) [6]

	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	
EPA+SISO receiver

	
	
	

	Detector (complexity in #complex multi. per user per resource element)

	UE detection 
	O(NAP*NLen_DMRS*Nrx/K/NPRB /NPRBdata-RE)

	
	Channel estimation
	O(2* NCE_DMRS *P2/NPRB /NPRBdata-RE)

	
	Rx combining, if any
	

	
	Covariance matrix calculation, if any
	

	
	Matrix inversion
	

	
	Equalization
weight computation, if any
	

	
	Demodulation weight computation, if any
	

	
	UE ordering, if any
	

	
	Equalization
	

	
	Demodulation, if any
	

	
	Soft information generation, if any
	

	
	Soft symbol reconstruction, if any
	O(6*Ninner_detNouter *du*S/L) 

	
	Message passing, if any
	 O(8*Ninner_detNouter*du/L)

	
	Others
	

	Decoder (complexity in #binary add/comp per user per coded bit)
	LDPC decoding 
	O(4*dv * Ninner_LDPC*Nobuter/)

	Interference cancellation (complexity in #complex multi per user per resource element)
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	 Additional for DFT-s-OFDM:
O(Ninner_det*Nouter * log2(NFFT))

	
	LLR to probability conversion, if any
	O(Nouter* S*log2(S)/L) 

	
	Interference cancellation
	

	
	LDPC encoding, if any
	

	
	Others
	



Table 5: Computation complexity of EPA SISO receiver (option 2) [7]
	Receiver component
	Detailed component and algorithm for a-th outer iteration
	Complexity for outer iteration a

	Detector 
	1: EPA-based detector for K users (Rx combining, Covariance matrix calculation, Demodulation weight computation, Message passing) 
	Initialize t = 1, . 
	Marginal

	
	
	1.1: If t > AMUD,inner, move to 2.1
Else,
VN Update: For :
For  :
· Compute  and  as 


where  is -th element of -dimensional vector .
· Compute the mean  and variance  as


	


	
	
	1.2: FN Update: For :
a. Perform chip-by-chip MMSE as


where  and .
b. For : Given the posterior mean and variances  of , compute the mean  and variance  as


	


	
	
	1.3: Update 

Update t = t +1 and repeat 1.1
	


	
	2. Demodulation, i.e., Soft information generation
	2.1: Calculate the LLR of coded bits of user k


	


	Decoder
	3. LDPC decoding
	

3.1: LDPC decoding based on the LLR of coded bits obtained in 2.1 and obtain the LLR of coded bits 
	


	Interference cancellation
	4. LLR to probability conversion
	4.1: If a > APIC,outer, stop
Else

Calculate  from  as

, and repeat 1
	





[bookmark: _GoBack]Table 6: Computation complexity of EPA SISO receiver with hybrid soft and hard PIC (option 3) [8]
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	Chip EPA + hybrid PIC

	Detector (complexity in #complex multi.)

	UE detection 
	

	
	Channel estimation
	

	
	Rx combining, if any
	

	
	Covariance matrix calculation, if any
	


	
	Demodulation weight computation, if any
	


	
	UE ordering, if any
	

	
	Demodulation, if any
	

	
	Soft information generation, if any
	

	
	Soft symbol reconstruction, if any
	


	
	Message passing, if any
	 


	
	Others
	

	Decoder (complexity in #addtion/comparision)
	LDPC decoding 
	A:
C : 

	Interference cancellation (complexity in #complex multi)
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	

	
	LLR to probability conversion, if any
	


	
	Interference cancellation
	

	
	LDPC encoding, if any
	Buffer shifting: 
Addition: 

	
	Others
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