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Introduction
This contribution addresses leftover issues on DL control signaling for Rel-15 including PDCCH structure and search space. For each section we also discuss and provide corrections, where necessary, to the endorsed PHY specifications.
PDCCH Structure and search space monitoring
DCI size matching procedure
The DCI sizebudget is an essential guidance for calculating the number of BDs with respect to UE capability, which is described as below:
· the total number of different DCI sizes configured to monitor is no more than 4 for the cell, and 
· the total number of different DCI sizes with C-RNTI configured to monitor is no more than 3 for the cell
For DCI formats 0_1 and 1_1, their DCI sizes only depend on configuration and there is no need to spend additional effort for DCI size matching procedure. For fallback DCI formats 0_0/1_0, given they can be transmitted in CSS and/or USS on a serving cell, UE has to check the DCI size budget in different cases and execute padding/truncating operation with respect to the budget. In the last meeting, one TP was proposed to complete the size matching procedure for DCI format 1_0 if the following conditions are met[1]
1. the condition listed above is not satisfied
2. the DCI format 1_0 monitored in USS has a different payload size compared to the DCI format 1_0 monitored in CSS
Actually the current specification has already guaranteed same size for DCI format 1_0 monitored in both CSS and USS in this case, i.e. the FDRA of DCI format 1_0 monitored in USS is also determined by the size of CORESET#0 or initial DL bandwidth part(if CORESET#0 is not configured)[2]. Furthermore, it should also be noticed UL and DL fallback DCI formats transmitted in the same search space will have same payload size in order to reduce the BD effort.
Depending on the above analyses, we can have the following table which shows the size matching procedure for fallback DCI.
Table1: Size matching procedure for DCI formats 0_0/1_0
	
	Search space 
	Descriptions

	DCI size matching between DCI format 0_0 and DCI format 1_0
	CSS
	UE doesn’t need to check DCI size budget. The only thing need to do is to make sure the size for UL and DL fallback DCI are aligned, i.e. DCI format 0_0 is always matched to DCI format 1_0
DCI format 0_0 =>DCI format 1_0

	
	USS
	Satisfy the condition
	The FDRA is determined by active UL BWP and active DL BWP respectively, 
1. DCI format 0_0 is matched to DCI format 1_0 when DCI format 0_0< DCI format 1_0
DCI format 0-0 =>DCI format 1-0
2. DCI format 1_0 is matched to DCI format 0_0 when DCI format 0_0> DCI format 1_0
DCI format 1-0 =>DCI format 0-0

	
	
	Don’t satisfy the condition
	The FDRA is determined by the initial UL BWP and initial DL BWP(CORESET#0) respectively. DCI format 0_0 is always matched to DCI format 1_0 if necessary
DCI format 1_0 in USS = DCI format 1_0 in CSS
DCI format 0_0 in USS =>DCI format 1_0 in USS


In 38.212, the above procedure is captured via several parallel ‘if’ statements. One issue is there may be different understandings on the order of the ‘if’ operations, i.e. whether they are sequential or exclusive. However, it should be noticed that some ‘if’ operations are exclusive with each other and some others should be operated sequentially. The whole picture under different conditions is shown in Table 2.
Table2: Execution order for DCI size matching after bit field description
	First step
	Second step
	Third step

	If fallback DCI formats are monitored in CSS
	If DCI 0_0< DCI 1_0
	NULL

	
	If  DCI 0_0>DCI 1_0
	NULL

	If fallback DCI formats are monitored in USS
	If number of C-RNTI based DCI sizes > 3
	If DCI 0_0< DCI 1_0, DCI 0_0=> DCI 1_0

	
	
	If DCI 0_0> DCI 1_0, DCI 0_0=> DCI 1_0

	
	If number of C-RNTI based DCI sizes≤ 3
	If DCI 0_0< DCI 1_0, DCI 0_0=> DCI 1_0

	
	
	If DCI 0_0> DCI 1_0 DCI 0_0<= DCI 1_0



Proposal 1: The DCI size matching procedure is incomplete in 38.212. A correction according to Table 2 is needed.
Search space configuration for cross-carrier scheduling 
It was observed at the RAN1#94 meeting that RRC configuration of cross-carrier scheduling is incomplete. RAN1 agreed a work-around solution and communicated in a LS to RAN2,
Agreements:
· Send LS to RAN2:
· RAN1 is discussing how the UE knows the number of PDCCH candidates for each scheduled cell in case of cross-carrier scheduling. RAN1’s understanding is that:
· Without ASN.1 signaling change with possible field description updates:
· Search space with ID#s configuration configured on a BWP of a scheduled cell is used to determine the number of PDCCH candidate(s) for each aggregation level monitored in a search space with ID#s of a BWP of the scheduling cell for the BWP of the scheduled cell
· Otherwise, RAN1 would like to know whether it is possible to realize previous RAN1 conclusion by modifying the ASN.1, e.g., update of crossCarrierSchedulingConfig, PDCCH-Config, SearchSpace, etc. 
· If not possible, RAN1 will discuss further on how to handle.
· In the LS, will include the previous RAN1 conclusion accordingly. Draft LS in R1-1809968, which is approved with final LS in R1-1810009

In a reply LS [3], RAN2 provided a second solution for RAN1 to consider:
	· A search space of the scheduled cell is always configured in the PDCCH-Config for each BWP of the scheduled cell. From the crossCarrierSchedulingConfig the UE knows the scheduling cell in which it has to search for the grants and assignment.
· The SearchSpace configured in the PDCCH-Config of the scheduled cell points to the CORESET ID of the CORESET that is configured in the scheduling cell. 
There are basically two understandings of solution2 in RAN2:
· [bookmark: OLE_LINK5][bookmark: OLE_LINK6][bookmark: OLE_LINK8][bookmark: OLE_LINK7][bookmark: OLE_LINK4][bookmark: OLE_LINK3][bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK59][bookmark: OLE_LINK58]UE follows all other parameters other than nrofCandidates in a search space configured in scheduled cell, i.e., in scheduling cell UE applies the whole search space configuration of the scheduled cell.
· [bookmark: OLE_LINK17][bookmark: OLE_LINK16]UE follows the nrofCandidatesin search space configured in scheduled cell, and uses the CORESET ID to find the associated CORESET in the scheduling cell, all other IEs are ignored, similar to solution1



In RAN1’s solution, a UE uses the same ID of search spaces configured in scheduling cell and scheduled cell. While RAN2 uses the CORESET ID configured in scheduled cell as a linkage and UE determines within which CORESET it monitors its PDCCH in the scheduling cell. RAN2’s solution is actually much closer to the operation for self-scheduling, i.e. UE parses the SS configuration of a scheduled cell but with the distinction that the SS parameters other than the number of candidates are also applied to a CORESET on the scheduling cell. One example is shown in the following Figure 1. It can be seen that BWP switching on both scheduling cell and scheduled cell could be supported under the umbrella of this solution. The search space ID and CORESET monitored on the scheduling cell associated with scheduled cell depends on the active BWP on both scheduling cell and scheduled cell. 

 
[bookmark: _Ref528860804]Figure 1: Linkage between scheduling cell and scheduled cell

Proposal 2: For a cross-scheduled cell a UE is provided with at least one search space configuration in the scheduled cell, where the value of the CORESET ID indicates a CORESET on the scheduling cell where the UE monitors the PDCCH candidates configured in this search space configuration.
One corresponding issue is what subset of the parameters in the search space configuration would apply when monitoring this search space on the scheduling cell. Although the main motivation to build such a linkage is to make sure gNB could configure different numbers of PDCCH candidates for each scheduled cell, we think the other parameters could be different from those configured for a search space on scheduling cell. The configurable SS parameters include searchSpaceId, controlResourceSetId, monitoringSlotPeriodicityAndOffset, duration, monitoringSymbolsWithinSlot, nrofCandidates and searchSpaceType. Beside the number of PDCCH candidates, the monitoring occasion determined by monitoringSlotPeriodicityAndOffset/duration/monitoringSymbolsWithinSlot can also be different between scheduling cell and scheduled cell. For example, it is beneficial in case the traffic on scheduling cell and scheduled cell require different periodicities. Furthermore, different monitoring occasions can be used to distribute PDCCH transmissions in a TDM method and helpful to reduce PDCCH blockage compared to many search spaces transmitted at the same time. Clearly not all values are applicable, e.g. the searchSpaceType cannot be set to CSS and DCI format type in a USS cannot be DCI format 0_0/1_0.
Proposal 3: All the search space parameters configured in scheduled cell may be applied when monitored in a CORESET on the scheduling cell. Restrictions such as search space type can be handled by the RRC field descriptions. 

Required parameters to determine BD/CCE number in case of NR-NR DC 
As raised in [4], there is an issue to determine the number of BD/CCEs in MCG and SCG in case of NR-NR DC. In the current specification, the total number of BD could be calculated on basis of UE CA capability, number of configured CC per numerology and non-CA BD/CCE limitation per numerology, which is shown in the following formula(take BD as an example):


In order to enable a SN to calculate the total number of BD/CCE across all the configured serving cells in a slot, master node should exchange the number of cells per numerology on MCG, the total number of cells per numerology , the number of UE CA capability in MCG  and the UE reported CA capability . SCG could obtain the number of configured CCs per numerology and the number of UE CA capability applied to it from the equation and respectively. Consequently, the total number of PDCCH candidates in each cell group could be calculated separately. The calculating formula is shown below and it should be noticed that .





Proposal 4: In order to calculate the number of BDs in MCG and SCG, MN should exchange the number of cells per numerology on MCG, the total number of cells per numerology, the number of UE CA capability in MCG and the UE reported CA capability in case of NR-NR DC.
Per CC limit of BD/CCE in cross-carrier scheduling case   
In the last meeting, we achieved an agreement to define the total number of BD/CCE per numerology per slot:
Agreements: 
· For cross-carrier scheduling with the same numerology between scheduling cell and scheduled cell(s) but different numerologies between scheduling cell(s), and the number of DL-CCs is up to 4 or with up to T DL-CCs where the UE reports BD capability of y >= T, the limit of BDs/CCEs per scheduling CC per slot is (the number of CCs schedulable by the scheduling CC) x (the limit of BDs/CCEs for non-CA case)
· For cross-carrier scheduling with the same numerology between scheduling cell and scheduled cell(s) but different numerologies between scheduling cell(s), and the number of DL-CCs is more than 4 and with up to T DL-CCs where the UE reports BD capability of y < T, the limit of BDs/CCEs per numerology per slot is Floor{Xi / (X0 + X1 + X2 + X3) * (Mi or Ni) * y)}, where;
· Xi (i=0, 1, 2, 3) denotes the number of DL-CCs per numerology i
· Mi and Ni denote the number of BDs and CCEs per slot specified for non-CA case for numerology i, respectively
· Discuss further offline per CC limit for the above two cases – revisit in RAN1#95
· Take into account the number of search spaces (i.e., up to 10 per BWP in RAN1 spec)
· Especially for cross-carrier scheduling.
Furthermore, it is suggested to further discuss per CC limit on top of the above agreements. For a single CC, it doesn’t matter how many search spaces are configured considering we have defined the dropping rule in case of the per CC limit is broken. Actually in RAN1#94 meeting we have achieved an agreement to define the per CC limit for cross-carrier scheduling:
Agreements: 
RAN1#93 agreements are updated as follows (to cover Case 5):
· For self-scheduling with same numerology or for cross-carrier scheduling with the same numerology for all the DL serving cells, and the number of DL-CCs is more than 4 and with up to T DL-CCs where the UE reports BD capability of y < T, the limit of BDs/CCEs per CC per slot is
· The total number of BDs/CCEs across CCs is based on UE BD capability. It can be split across CCs, subject to the non-CA limit on each CC.
· For SCell, NW ensures no overbooking based on non-CA case occurs. For cross-carrier scheduling, BDs/CCEs overlapped across DL serving cells are independently counted (i.e., counted per serving cell).
Although the above agreement addresses the case the number of DL-CCs is more than 4 and with up to T DL-CCs where the UE reports BD capability of y < T, we think the same splitting method can also be applied to the first case, i.e. the number of DL-CCs is up to 4 or with up to T DL-CCs where the UE reports BD capability of y >= T.
Proposal 5: In cross-carrier scheduling case, the total number of BD/CCEs per numerology per slot can be split across CCs, subject to the non-CA limit on each CC.
One issue is the current PDCCH candidate dropping procedure is not suitable for cross-carrier scheduling case. Although the linkage for SS configuration between scheduling cell and scheduled cell is still under discussion, it is possible a same search space ID is configured for both scheduling cell and scheduled cell in the active BWP within a same monitoring occasion. If overbooking happens on the Pcell, the current description results in dropping all the de-prioritized search space(s) with the same ID despite of scheduling cell or scheduled cell. Notice the gNB should guarantee there is no overbooking on the Scell. One example is shown in Figure 2. Assuming CC#2 is the scheduled cell which is scheduled by the Pcell. As the same search space ID is configured on both scheduling CC and scheduled CC, all the search spaces with ID#2 will be dropped once overbooking happens on the scheduling cell. Consequently, CC#2 cannot be scheduled.


[bookmark: _Ref528861861]Figure 2: Search space dropping in case of same SS ID is configured for both scheduling and scheduled cell
In order to resolve this issue, the relevant description for PDCCH candidate dropping should not take cross carrier scheduling into account. We provide a draft CR (CR3_213) capturing this correction to 38.213.


Correction on interleaver in TS38.211
In the latest version of 38.11, the following description is captured in order to realize the distributed mapping between CCE and REG bundle.
The CCE-to-REG mapping for a control-resource set can be interleaved or non-interleaved and is described by REG bundles:



[bookmark: _Hlk500448813][bookmark: _Hlk500448903]-	REG bundle  is defined as REGs  where  is the REG bundle size,, and  is the number of REGs in the CORESET



[bookmark: _Hlk500448980]-	CCE  consists of REG bundles  where  is an interleaver

[bookmark: _Hlk500448443]For non-interleaved CCE-to-REG mapping, and .
For interleaved CCE-to-REG mapping, for  and  for . The interleaver is defined by 



where .
The UE is not expected to handle configurations resulting in the quantity  not being an integer.



























The intention and common understanding on the formula listed above is to mapping the consecutive logical NR-REG bundles constituting a logical NR-CCE to distributed physical NR-REG bundles. One example is shown in Figure 3, where assuming R=2, REG bundle size=2 and CORESET consists of 24 RBs. However, as described in the current specification, the input of function  is the CCE index j, which obviously deviate the original intention. Take CCE#0 as an example, it will be: J=0=cR+r -->c=0, r=0, consequently  if we assume the n_shift = 0. In the other words, CCE#0 can only be mapped to physical NR-REG bundle # 0 which is incorrect. Hence, the input of function  should be the index of logical REG bundle constituting a logical CCE. The corresponding CR is provided in a accompany document, i.e. CR2_211 correction on interleaver.



[bookmark: _Ref528862596]Figure 3: Example on distributed mapping between CCE and physical REG bundle

Proposal 6: The input of interleaver function  should be modified as the index of logical REG bundle constituting a logical CCE.

Other corrections to 38.213 Section 10
Please note that a draft CR is also provided correcting the description of Type0-PDCCH CSS reception in line with the RAN2 agreement that a UE will not monitor Type0/0A/1/2 CSS within a BWP if not configured is provided .


Conclusion
This contribution described open issues and corrections to Rel-15 NR PDCCH. For brevity we summarize the proposals here but the reader is encouraged to take note of the TPs in the document.
Proposal 1: The DCI size matching procedure is incomplete in 38.212. A correction according to Table 2 is needed.
Proposal 2: For a cross-scheduled cell a UE is provided with at least one search space configuration in the scheduled cell, where the value of the CORESET ID indicates a CORESET on the scheduling cell where the UE monitors the PDCCH candidates configured in this search space configuration.
Proposal 3: All the search space parameters configured in scheduled cell may be applied when monitored in a CORESET on the scheduling cell. Restrictions such as search space type can be handled by the RRC field descriptions. 
Proposal 4: In order to calculate the number of BDs in MCG and SCG, MN should exchange the number of cells per numerology on MCG, the total number of cells per numerology, the number of UE CA capability in MCG and the UE reported CA capability in case of NR-NR DC.
Proposal 5: In cross-carrier scheduling case, the total number of BD/CCEs per numerology per slot can be split across CCs, subject to the non-CA limit on each CC.
Proposal 6: The input of interleaver function  should be modified as the index of logical REG bundle constituting a logical CCE.
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Appendix
7.3.1.1.1	Format 0_0

Frequency domain resource assignment –  bits where

-	 is the size of the active UL bandwidth part in case DCI format 0_0 is monitored in the UE specific search space and satisfying
-	the total number of different DCI sizes configured to monitor is no more than 4 for the cell, and 
-	the total number of different DCI sizes with C-RNTI configured to monitor is no more than 3 for the cell

-	otherwise,  is the size of the initial UL bandwidth part.

If DCI format 0_0 is monitored in common search space and if the number of information bits in the DCI format 0_0prior to padding is less than the payload size of the DCI format 1_0monitored in common search space for scheduling the same serving cell, a number of zero padding bits are generatedforzeros shall be appended to the DCI format 0_0 until the payload size equals that of the DCI format 1_0.
If DCI format 0_0 is monitored in common search space and if the number of information bits in the DCI format 0_0 prior to padding is larger than the payload size of the DCI format 1_0 monitored in common search space for scheduling the same serving cell, the bitwidth of the frequency domain resource allocation assignment field in the DCI format 0_0 is reducedby truncating the first few most significant bits such that the size of DCI format 0_0 equals to the size of the DCI format 1_0.
If DCI format 0_0 is monitored in UE specific search space but does not satisfy at least one of the following
-	the total number of different DCI sizes configured to monitor is no more than 4 for the cell, and 
-	the total number of different DCI sizes with C-RNTI configured to monitor is no more than 3 for the cell
and if the number of information bits in the DCI format 0_0prior to padding is less than the payload size of the DCI format 1_0monitored in common search space for scheduling the same serving cell, a number of zero padding bits are generated for zeros shall be appended to the DCI format 0_0 until the payload size equals that of the DCI format 1_0.
If DCI format 0_0 is monitored in UE specific search space but does not satisfy at least one of the following
-	the total number of different DCI sizes configured to monitor is no more than 4 for the cell, and 
-	the total number of different DCI sizes with C-RNTI configured to monitor is no more than 3 for the cell
and if the number of information bits in the DCI format 0_0 prior to padding is larger than the payload size of the DCI format 1_0 monitored in common search space for scheduling the same serving cell, the bitwidth of the frequency domain resource allocation assignmentfield in the DCI format 0_0 is reduced by truncating the first few most significant bits such that the size of DCI format 0_0 equals to the size of the DCI format 1_0.
If DCI format 0_0 is monitored in UE specific search space and satisfies both of the following
-	the total number of different DCI sizes configured to monitor is no more than 4 for the cell, and 
-	the total number of different DCI sizes with C-RNTI configured to monitor is no more than 3 for the cell
and if the number of information bits in the DCI format 0_0 prior to padding is less than the payload size of the DCI format 1_0 monitored in UE specific search space for scheduling the same serving cell, a number of zero padding bits are generated for zeros shall be appended to the DCI format 0_0 until the payload size equals that of the DCI format 1_0.


7.3.1.2.1 Format 1_0

Frequency domain resource assignment – bits

-	 is the size of the active DL bandwidth part in case DCI format 1_0 is monitored in the UE specific search space and satisfying   
-	the total number of different DCI sizes configured to monitor is no more than 4 for the cell, and 
-	the total number of different DCI sizes with C-RNTI configured to monitor is no more than 3 for the cell


otherwise,  is the size of CORESET 0 if CORESET 0 is configured for the cell and  is the size of initial DL bandwidth part if CORESET 0 is not configured for the cell.

If DCI format 1_0 is monitored in UE specific search space and satisfies both of the following
-	the total number of different DCI sizes configured to monitor is no more than 4 for the cell, and 
-	the total number of different DCI sizes with C-RNTI configured to monitor is no more than 3 for the cell
and if the number of information bits in the DCI format 1_0 prior to padding is less than the payload size of the DCI format 0_0 monitored in UE specific search space for scheduling the same serving cell, zeros shall be appended to the DCI format 1_0 until the payload size equals that of the DCI format 0_0.









































7.3.1.2.2 Format 1_0

Frequency domain resource assignment – bits

-	 is the size of the active DL bandwidth part in case DCI format 1_0 is monitored in the UE specific search space and satisfying   
-	the total number of different DCI sizes configured to monitor is no more than 4 for the cell, and 
-	the total number of different DCI sizes with C-RNTI configured to monitor is no more than 3 for the cell


otherwise,  is the size of CORESET 0 if CORESET 0 is configured for the cell and  is the size of initial DL bandwidth part if CORESET 0 is not configured for the cell.

If DCI format 1_0 is monitored in UE specific search space and satisfies both of the following
-	the total number of different DCI sizes configured to monitor is no more than 4 for the cell, and 
-	the total number of different DCI sizes with C-RNTI configured to monitor is no more than 3 for the cell
and if the number of information bits in the DCI format 1_0 prior to padding is less than the payload size of the DCI format 0_0 monitored in UE specific search space for scheduling the same serving cell, zeros shall be appended to the DCI format 1_0 until the payload size equals that of the DCI format 0_0.
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