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1 Introduction

Wireless channels can be modeled with a large-scale propagation model combined with small scale fading characteristics. The large-scale propagation model describes the long term and slowly-changing characteristics of the wireless channel, such as path loss and shadowing. The small-scale fading model reflects the rapid channel fluctuations due to multipath and Doppler spread. In 3GPP, geometry-based stochastic channel models, namely spatial channel models (e.g., SCM and ITU), are widely used to evaluate performance at both link-level and system-level. 
Radiation waveforms between an eNB and a UE are 3-dimensional (3D) in nature, however, most geometry stochastic channel models are essentially 2-dimensional (2D) in the sense that the elevation angle of multipath components is ignored and assumed to be zero. This approximation simplifies the modeling methodology and channel measurement. Recently, for example in 36.814, the impact of elevation angle towards the user on the antenna gain has been modeled to incorporate the antenna array electrical/mechanical down-tilt. However, the fast fading channel is not modeled in the elevation domain.

Recently, 3D channel modeling, i.e., including non-zero elevation angles, has gained significant interest. One reason is that the downscaling of cell-size results in non-trivial elevation angle spread of users, which must be captured for accurate modeling. Another reason is to model users distributed in different height with different elevation angles. Hence, it was decided to evaluate the performance of vertical beamforming and full-dimension MIMO (FD-MIMO) using a 3D channel model framework. A 3D channel model has been considered in WINNER II [1] and WINNER+ initiatives [2]. The framework to generate 3D channel coefficients has been largely specified for WINNER II channel models; however, the WINNER II and WINNER+ have not reported comprehensive 3D channel measurement results yet. This contribution introduces a framework for generating propagation channels for performance evaluation of FD-MIMO or vertical beamforming. 
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Figure 1: Illustration of vertical beamforming and angular spread in elevation
For better flow of the paper, symbol definitions and tables are presented in Appendix A and B, respectively.
2 Propagation Scenarios

For propagation scenarios, we propose to focus on the use cases for deploying elevation-domain beamforming and FD-MIMO, and to reuse the current propagation scenarios in 3GPP. Specifically, we propose:
Proposal 1

For FD-MIMO evaluation, focus on building 3D channel model for UMi (including indoor and outdoor UEs) and UMa with high priority and RMa with lower priority.

3 Proposed 3D Channel Modelling 
The main feature of 3D channel model is that the departure (arrival) of the signal paths is associated with an azimuth angle as well as an elevation angle; Appendix C provides a brief overview of the 3D extension. The main challenge is to model the distribution of elevation angles as well as the correlation between the elevation angle spread and other parameters including the azimuth angle spread, path delay, shadow-fading etc. For this purpose, we can reuse the distribution model and correlation structure used by WINNER II and WINNER+ as well as relying on inputs from measurement campaigns for the parameters needed to specify these distributions and correlations. In this contribution, the elevation angle is defined with respect to the horizontal plane.
3.1 2D Antenna Array Configurations and 3D Antenna Response 

In 3D channel models, the antenna response has to be modeled in 3D. In WINNER II channel model [4], exact field patterns can optionally be used in the simulation code to accurately model the 3D response of any antenna configuration, however, such an approach is computationally complex and is not easy to extend. Alternatively, we propose to model the 3D antenna response in a simple and extendable manner: the 3D antenna pattern is modeled as a product of a horizontal antenna pattern and a vertical antenna pattern. It is noted that this approach has been widely used in 3GPP: for a 3-sector macro cell, the horizontal and vertical antenna patterns are commonly modeled with a 3dB beam width of 70º and 10º respectively, with a peak gain of 17dBi for the combined antenna pattern [3]. The beam width and peak gain will vary according to the antenna design, and in general, when the beam width is wider the peak gain is smaller. Table 1 presents examples of 2D antenna array design; please refer to Appendix D for more details.
Table 1. Examples of antenna configurations

	Antenna Configuration
	Az. Spacing

(between adjacent antennas/subarrays) 
	El. Spacing

(between adjacent antennas/subarrays) 
	Az. 3dB Beamwidth

(per antenna/subarray)
	El. Beamwidth

(per antenna/subarray)
	Antenna Gain

(per antenna/subarray)

	8x4
	0.5 λ 
	2 λ 
	70 deg
	30 deg
	9-12 dBi

	8x8
	0.5 λ
	0.5 λ or 2 λ
	70 deg
	90 or 30 deg
	6-12 dBi


Proposal 2

Define antenna configurations for evaluation, including the following parameters:
· Individual antenna spacing parameters for the vertical and the horizontal domains, 

· elevation and azimuth beamwidth and; 

· antenna gain.

3.2 Distribution of Elevation Angles

Within a stationary geometry region (typically 40 wavelength), the E-PAS (elevation power angular spectrum) of the elevation angles is assumed to be stationary, i.e., the mean μ and standard deviation σ of E-PAS is fixed. Given μ and σ, the exact elevation angle β of signal paths obeys a certain distribution. 
Comments: In WINNER II, this distribution is assumed to be wrapped Gaussian, which is symmetric around μ. It is observed that the distribution of elevation angles is asymmetric, and thus distributions that reflect the asymmetric nature of elevation angles can be considered. For example, double exponential (or Laplace) distribution proposed in WINNER+ can model such skewness by using two standard deviations (left and right) to characterize the distribution. 
In practice, μ and σ change according to UE locations, and themselves are random variables (so-called large-scale (LS) parameters). In [2], the distribution of μ is assumed to be Gaussian with mean mμ and variance σμ determined by the propagation scenario. For σ, it cannot be negative, so the log-normal distribution is chosen [1][2]. A proper modeling of the mean and variance of σ is one of the key challenges of extending 2D channel model to 3D channel model. First, there are not sufficient measurements reported for the value of mean and variance of μ and σ. Second, the cross-correlations between μ (and σ) and other LS parameters must be measured and specified. These LS parameters are: ASD (azimuth spread at departure), ASA (azimuth spread at arrival), ESD (elevation spread at departure), ESA (elevation spread at arrival)- Shadow-fading, Ricean K-factor and Delay spread.    

To model the distribution of σμ (elevation spread), let σμ,10 = log10(σμ). We assume σμ,10 is Gaussian distributed [2]:
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where Σμ and Δμ are the mean and variance of σμ,10.
Proposal 3

The marginal distribution of elevation angles requires verification from channel measurements and we recommend leaving this open for now. 
· The asymmetric Laplace (double exponential) distribution can be considered as it captures asymmetric nature of elevation angles. Wrapped Gaussian is used for azimuth angle distribution and may also be considered. A new distribution may also be considered    
3.3 Correlation of Elevation to Other LS Parameters

The different LS channel parameters have been shown to be correlated, and therefore the cross-correlations must be modeled and measured. In addition, the same LS parameters are correlated for different users if the user locations are close. The auto-correlation can be modeled with an exponentially decaying function with distance [1]. For accurate modeling, both the autocorrelations and cross-correlations among the LS parameters are needed. Table 2 summarizes some cross-correlations reported in WINNER II and WINNER+; please note that the cross-correlations listed in Table 2 are not reliable ( e.g., resulting in a non-positive definite auto-correlation matrix). 

Autocorrelations for the elevation parameters have not been measured and reported in existing references. Nevertheless, in WINNER+, the elevation spread is assumed to have the same spatial correlation as azimuth spread; such approximation is considered reasonable, since the azimuth and elevation spreads originate from the same clusters, and their autocorrelations may behave in a similar manner. Table 3 and 4 provide the azimuth autocorrelations reported in [1] and the estimated elevation autocorrelation proposed in [2]. However, it is suggested to revisit the accuracy of these elevation autocorrelations and to leave these parameters for further study.

Table 5 summarizes all the elevation related parameters. In this contribution, we leave these blank and propose to harmonize them based on new measurement data. For convenience, Table 6 extracts values of LS parameters based on 2D channel model (see Table 5-5 in [1]). This table may also be used for sanity check of new channel measurements, since the marginal (averaging over elevation) statistics of these LS parameters should be comparable. Note that some parameters in Table 5 and Table 6 are represented in log-domain. This is needed to facilitate cross-correlation generation, as shown in the sequel.
Proposal 4

· Reuse the existing channel models and azimuth parameters 
· Measure elevation parameters for the marginal distribution in Table 5. 
· Measure the cross correlations of elevation angle spread and other parameters in Table 5.

3.4 Path-loss and Shadow-fading

In the proposed extension, the path-loss models and shadow-fading values in WINNER II (or ITU) are applicable for 3D channel models as well. However, we also envision that additional measurement data may be needed to see if the path loss/shadowing model (e.g., the path-loss exponent) are dependent on vertical location of UE. For example, if a UE is in a high rise building (high elevation), as shown in Figure 2, it experiences little scattering and reflection from environment, the path-loss model may be close to the free-space path-loss model and shadowing may be also very small. If the dependence of path-loss/shadowing model and UE vertical location is sufficient, we may consider dividing the current models into sub-models that depend on UE heights.  


[image: image3]
Figure 2: UE with different vertical locations.
Proposal 5:
· Reuse existing pathloss and shadow fading models for 3D channel model as a starting point.

· Additional measurement data may be considered to check dependence of pathloss/shadowing model on vertical location of the UE.

4 Generation of Channel Coefficients in 3D channel model  

The overall diagram for generating 3D channel model channel coefficients is shown by Figure 7 in Appendix E. The procedure of generating channel coefficients in 3D model is similar to 2D model; however, there are several differences. Specifically, (a) when generating LS parameters in 3D channel, the elevation spread has to be generated jointly with other LS parameters, (b) the elevation angles need to be generated in a manner different from azimuth and (c) the pairing of elevation and azimuth angles is more complicated for the clusters and the rays within each cluster. Please see Appendix E for more details. 

Proposal 6

· Additional measurement data may be considered to revise generation for elevation angles, e.g., use equations different than (5) and (6). 

· FFS how to group the four parameters (A-AoD, A-AoA, E-AoD, E-AoA) of rays within a cluster. 
5 Conclusions

This contribution captures in detail how to extend the 2D channel coefficient generation methodology to 3D channel models. Furthermore, this contribution proposes that the new elevation parameters needed to be updated based on new measurements. Specific proposals are summarized below:
1) For FD-MIMO evaluation, consider UMi (including indoor and outdoor UEs) and UMa with high priority and RMa with lower priority.

2) Define antenna configurations for evaluation including antenna spacing in vertical and horizontal domain, elevation and azimuth beamwidth and the antenna gain.

3) The marginal distribution of elevation angles requires verification from channel measurements and we recommend leaving this open for now. Asymmetric Laplace distribution can be considered as it captures asymmetric nature of elevation angles. Wrapped Gaussian is used for azimuth angle distribution and may also be considered. 
4) Reuse the existing channel models and azimuth parameters, measure elevation parameters for the marginal distribution as well as the cross correlations of elevation angle spread and other parameters in Table 5.

5) Reuse existing pathloss and shadow fading models for 3D channel model as a starting point. Additional measurement data may be considered to check dependence of pathloss/shadowing models on vertical location of the UE.

6) Additional measurement data may be considered to revise generation for elevation angles. FFS how to group the four parameters (A-AoD, A-AoA, E-AoD, E-AoA) of rays within a cluster. 

Appendix A: List of symbols
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E-AoD for the mth subpath of the nth path at the BS with respect to the BS broadside.
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E-AoA for the mth subpath of the nth path at the MS with respect to the MS broadside.
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A-AoD for the mth subpath of the nth path at the BS with respect to the BS broadside.
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A-AoA for the mth subpath of the nth path at the MS with respect to the MS broadside.
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         Location vector of Tx array element s. 
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 Departure angle unit vector of ray n, m. 
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         Location vector of MS array element u. 
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 Arrival angle unit vector of ray n, m.    
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The power of the nth path. 
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The lognormal shadow fading, applied as a bulk parameter to the n paths for a given drop.
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The BS antenna gain of each array element.
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The MS antenna gain of each array element.
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        The vertical field pattern of BS’s antenna element s.
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The horizontal field pattern of BS’s antenna element s.
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The vertical field pattern of MS’s antenna element u.
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The horizontal field pattern of MS’s antenna element u. 
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The wave number 
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is the carrier wavelength in meters.
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The distance in meters of the BS antenna element s from the reference (s = 1) antenna.
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The distance in meters of the MS antenna element u from the reference (u = 1) antenna. 
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The phase of the mth subpath of the nth path.
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The magnitude of the MS velocity vector.
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The angle of the MS velocity vector.

Appendix B: Tables 

Table 2. Cross-correlations between ESA and ESD with the other LS parameters
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Table 3. Azimuth spread autocorrelation lengths at BS (ASD) and UT (ASA) [1]
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Table 4. Estimated elevation spread autocorrelation lengths at BS (ESD) and UT (ESA) [2]
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Table 5. Elevation related parameters (to be updated during SI)

	Large-scale Parameters
	Scenario and condition
	Distribution

	
	 UMi (indoor)
	 UMi (outdoor)
	 UMa
	 RMa
	

	
	LOS
	NLOS
	LOS
	NLOS
	LOS
	NLOS
	LOS
	NLOS
	

	ESD
log10 ([⁰])
	Mean
	N/A
	
	
	
	
	
	
	
	FFS

	
	Std.
	N/A
	
	
	
	
	
	
	
	

	ESA
log10 ([⁰])
	Mean
	N/A
	
	
	
	
	
	
	
	

	
	Std.
	N/A
	
	
	
	
	
	
	
	

	Cross-Correlations
	ESD vs SF
	N/A
	
	
	
	
	
	
	
	N/A

	
	ESA vs SF
	N/A
	
	
	
	
	
	
	
	

	
	ESD vs K
	N/A
	
	
	
	
	
	
	
	

	
	ESA vs K
	N/A
	
	
	
	
	
	
	
	

	
	ESD vs DS
	N/A
	
	
	
	
	
	
	
	

	
	ESA vs DS
	N/A
	
	
	
	
	
	
	
	

	
	ESD vs ASD
	N/A
	
	
	
	
	
	
	
	

	
	ESA vs ASD
	N/A
	
	
	
	
	
	
	
	

	
	ESD vs ASA
	N/A
	
	
	
	
	
	
	
	

	
	ESA vs ASA
	N/A
	
	
	
	
	
	
	
	

	
	ESD vs ESA
	N/A
	
	
	
	
	
	
	
	

	Cluster spread of E-AoD [⁰]
	N/A
	
	
	
	
	
	
	
	Fixed offset

	Cluster spread of E-AoA [⁰]
	N/A
	
	
	
	
	
	
	
	

	Correlation distance (m)
	ESD
	N/A
	
	
	
	
	
	
	
	N/A

	
	ESA
	N/A
	
	
	
	
	
	
	
	


Table 6. Related parameters from WINNERII

	Large-scale Parameters
	Scenario and condition
	Distribution

	
	UMi
	Uma
	RMa
	

	
	LOS
	NLOS
	LOS
	NLOS
	LOS
	NLOS
	

	ASD
log10 ([⁰])
	Mean
	0.4
	1.19
	1
	0.93
	0.78
	0.96
	Wrapped Gaussian

	
	Std.
	0.37
	0.21
	0.25
	0.22
	0.21
	0.45
	

	ASA
log10 ([⁰])
	Mean
	1.4
	1.55
	1.7
	1.7
	1.2
	1.52
	

	
	Std.
	0.2
	0.2
	0.19
	0.14
	0.18
	0.27
	

	DS

log10 ([s])
	Mean
	-7.44
	-7.12
	-7.39
	-6.63tial























































































































	-7.8
	-7.6
	Exponential

	
	Std.
	0.25
	0.12
	0.63
	0.32
	0.57
	0.48
	

	K [dB]
	Mean
	9
	N/A
	7
	N/A
	7
	N/A
	

	
	Std.
	6
	N/A
	3
	N/A
	6
	N/A
	

	SF [dB]
	Std.
	3
	4
	4/6
	8
	4/6
	8
	Lognormal

	XPR [dB]
	Mean
	9
	8
	8
	7
	12
	7
	Lognormal

	
	Std.
	3
	3
	4
	3
	8
	4
	

	Cross-Correlations
	ASD vs DS
	0.5
	0.2
	0.4
	0.4
	-0.1
	-0.4
	Fixed

	
	ASA vs DS
	0.8
	0.4
	0.8
	0.6
	0.2
	0.1
	

	
	ASA vs SF
	-0.5
	-0.4
	-0.5
	-0.3
	-0.2
	0.1
	

	
	ASD vs SF
	-0.5
	0
	-0.5
	-0.6
	0.2
	0.6
	

	
	DS vs SF
	-0.4
	-0.7
	-0.4
	-0.4
	-0.5
	-0.5
	

	
	ASD vs ASA
	0.4
	0.1
	0.3
	0.4
	-0.3
	-0.2
	

	
	ASD vs K
	-0.3
	N/A
	0.1
	N/A
	0
	N/A
	

	
	ASA vs K
	-0.3
	N/A
	-0.2
	N/A
	0.1
	N/A
	

	
	DS vs K
	-0.7
	N/A
	-0.4
	N/A
	0
	N/A
	

	
	SF vs K
	0.5
	N/A
	0.3
	N/A
	0
	N/A
	

	Cluster spread of E-AoD [⁰]
	3
	10
	6
	2
	2
	2
	Fixed

	Cluster spread of E-AoA [⁰]
	18
	22
	12
	15
	3
	3
	

	Correlation distance (m)
	DS
	9
	8
	40
	40
	64
	36
	Fixed

	
	ASD
	13
	10
	15
	50
	25
	30
	

	
	ASA
	12
	9
	15
	50
	40
	40
	

	
	SF
	14
	12
	45
	50
	40
	120
	

	
	K
	10
	N/A
	12
	N/A
	40
	N/A
	

	Cluster number
	3
	3
	4
	3
	8
	4
	Fixed

	Rays per cluster
	20
	20
	20
	20
	20
	20
	Fixed


Appendix C: Overview of 3D Extension
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Figure 3: Extension from 2D Channel Model to 3D Channel Model
In a spatial channel model, the performance of a single link is determined by the composite response of the multiple path components (MPCs) of the link. In 2D channel models, MPCs are generated according to certain statistics, i.e., the power, delay, azimuth angle and etc., assuming zero elevation angles for all MPCs. For example, the channel of the n-th path between u-th MS antenna and s-th BS antenna is [1] 
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where 
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) are the  antenna element s (u) field patterns for vertical and horizontal polarizations, respectively, and 
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 determines the overall array response. The LOS component is modeled as a pulse response, similar to the procedure in WINNERII (see Eq. (4.17)).  Further details are available in [1]. 
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Figure 4: Single link in 2D channel model. Blue-dashed lines are the clusters; red-solid lines are sub-clusters.

In the 3D channel model, the elevation angles of MPCs are not assumed to be zero, but also generated according to a certain distribution. This will change the channel impulse response as compared to 2D case, in which case (1) becomes: 
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where 
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) are the  antenna element s (u) field patterns for vertical and horizontal polarizations, respectively. Note that in the above equation, we assume that the movement of MS is restricted within the horizontal plane. Comparing with (1), in (2) the individual antenna element response is a function of both azimuth and elevation angles, and the array response also depends on elevation angle (through the term 
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Figure 5: Single link in 3D channel model. Blue-dashed lines are the clusters; red-solid lines are sub-clusters.

Appendix D: Examples of 2D Antenna Design 

Figure 6 shows an example of 32 antenna planar array, where each antenna is a subarray consisting of 4 vertically placed antenna elements, and each row has 8 subarrays and there are total 4 rows. Based on the antenna design in Figure 2, an azimuth beam width of 70º and elevation beam width 30º can be supported, which corresponds to the peak gain ranging from 9-12 dBi. 
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Figure 6: 8x4 planar antenna array

Other configurations are also possible. The antenna design parameters may be dependent on the deployment, in particular in the elevation domain. Some baseline configurations are captured in Table 1.

Appendix E: Details of Generating 3D Channel Coefficients  

The overall diagram for generating 3D channel model channel coefficients is shown by Figure 7. The red color highlights the procedures different from 2D channel model, which are elaborated in the subsequent sections. 

[image: image56]
Figure 7: 3D channel model block Diagram
E.1 Generating LS parameters 

In spatial channel model, the first step is to generate LS parameters, including: ASD, ESD, ASA, ESA, DS, K and SF. These parameters control the small-scale fading parameters, e.g., angle of arrival, path delay, path power etc., in the sequel stage, which determine the final channel response of MPCs. 

As mentioned in the previous sections, LS parameters are correlated and must be generated jointly so that consistent cross-correlations and autocorrelations specified in Table 5 and 6 can be obtained. In WINNER II, both cross-correlations and autocorrelations are achieved by using weighted sums of independent Gaussian random variables. We briefly summarize the idea here and for more details please refer to [1]. Consider the LS parameter (LSP)
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[image: image63]
Figure 8: Correlations of LSP are introduced in transformed domain.

Now, we provide a single link example to illustrate how LSPs are generated; for the general procedure including generating spatial correlation among multiple links, please refer to [1]. Denote 
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as ASD, ESD, ASA, ESA, DS, K and SF, respectively, with the corresponding TLSPs 
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where 
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are i.i.d. Gaussian random variables with zero mean and unit variance. The coefficient 
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in our case), which should be derived from Table 4 and Table 5. The notation 
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where 
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 is the mean and variance for the LS parameter X, specified by Table 5 and Table 6.

Comments: The cross-correlation matrix A is not necessarily positive definite, so that the Cholesky decomposition of A cannot be found properly. For example, based on the values suggested by WINNER+, A is not positive definite. This is because as the dimension of A increases, A is more sensitive to measurement error or numerical approximation. Ensuring A to be positive definite may serve as a sanity check for the measurement results. Another possibility is to find a new way to identify the final cross-correlation matrix. For example, the cross-correlations may be calculated jointly instead of in a pair-wise manner. Or approximating the measured cross-correlation matrix into the nearest positive definite matrix by using certain algorithms, which is the current approach used by us.         
E.2 Generating Small-scale Parameters

The small-scale (SS) parameters are generated based on the corresponding LS parameter. They include: 

- A-AoD (azimuth angle of departure)

- E-AoD (elevation angle of departure)

- A-AoA (azimuth angle of arrival)

- E-AoA (elevation angle of arrival)

- Delay

- XPR (cross polarization power ratio)

- Random initial phase

- LOS path    

The above procedure is similar to that of 2D channel model [1], so we only focus on the difference between 2D channel model and 3D channel model. 
The first difference is that given all the LS parameters, we need to generate elevation angles for all the modeled clusters. This is Step 7 in WINNERII [1], which proposes that cluster elevation angles can be generated in the same way as generating azimuth angles [1]. However, such an approach may need measurement support and further study. In WINNERII, the absolute value of cluster’s azimuth angle largely depends on the power of the corresponding cluster, which in turn relies on the path delay. For example, in NLOS case, in WINNER II the azimuth angle is generated as follows. First, a cluster offset is generated based on path power:
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where C is a constant depending on number cluster modelled [1] and Pn is the path power. Then, the final A-AoD is
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where Xn is a random sign of ±1, 
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 is the azimuth LOS angle, and 
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. The rationale behind (5) may be that a path traveling longer distance has smaller power and it is also associated with larger angle offset. In 2D this angle offset is just in azimuth; however, in 3D it shall be jointly determined by both azimuth and elevation. If we follow the WINNERII proposal, the same equations (5) and (6) will be used to generate elevation angles. Then, a path with larger power will have larger angle offset in both azimuth and elevation, which may be restrictive: for example, to have the largest angle offset (w.r.t. LOS angle), it is not necessary to have the largest offset in both azimuth and elevation. Anyway, we may have additional insights from channel measurement data in new scenarios with elevation that can be used to verify this behavior.         

Another difference is grouping of elevation/azimuth angles of each ray within a cluster. In a spatial channel model, each cluster is split into 20 rays (or subpaths) to more accurately model the channel response, where the angle spread for individual clusters needs to be properly modeled. In 2D channel model, A-AoD and A-AoA of rays in a cluster are randomly paired. However, in 3D channel model, whether or not both A-AoD and E-AoD can be randomly paired with A-AoA and E-AoA is unclear and needs further investigation. Note that inputs from measurements may allow us to verify if any correlation needs to be considered in the third step. 
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