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1
Introduction
Multiuser MIMO has been identified as a key technique for improving downlink MIMO performance in Rel. 10 LTE. Compared to Rel. 8 MU-MIMO, Rel. 10 design already allows non-codebook based precoding over DM-RS, adding eNB flexibility by not restricting the transmit filtering at the eNB to the PMI feedback from the UEs. To further improve the MU-MIMO performance, different CQI/PMI feedback enhancements have been proposed. In the previous RAN1 meeting, it was agreed that Rel. 10 will operate on Rel. 8 codebooks for 2 Tx and 4 Tx. Moreover, following was agreed:
· “2 & 4 Tx Rel.10 CQI, and if possible PMI/RI, feedback accuracy is to be enhanced in a straightforward way targeting both MU-MIMO and SU-MIMO improvement, taking the performance/overhead tradeoff into account
· 8 Tx Rel.10 CQI (at least) feedback accuracy is to be enhanced in a straightforward way targeting both MU-MIMO and SU-MIMO improvement, taking the performance/overhead tradeoff into account”
In this contribution we discuss possible CQI/PMI enhancements over Rel 8. feedback. We categorize these enhancements as follows:
· Enhancements for better support of dynamic SU/MU switching
· Additional rank-restricted feedback

· Enhancements for MU-MIMO
· Best companion PMI (BCI) and delta-CQI
· Average CQI for unitary pairs
· PUSCH feedback mode 3-2
· PMI feedback refinement
2
General aspects regarding CQI/PMI enhancements
When thinking about possible CQI/PMI enhancement schemes, attention should be paid to uplink feedback load and if possible gains are worth this potential additional feedback, given the fact that UL feedback has a limited bit budget. Also, further standardization efforts should be taken into account when discussing the potential enhancement schemes, especially noting that there are two RAN1 meetings left before Rel. 10 completion. Finally, UE feedback computation impact can not be neglected; for example computing CQIs with multiple hypotheses about transmit precoding would increase the computational complexity significantly.
In the context of CQI enhancements, a few aspects related to the accuracy of CQI reports should be kept in mind:

· First of all, although the eNB has 26 MCS classes to choose the transmission rate from, the CQI is only a 3 to 4-bit report, which in practice corresponds to roughly 2 dB levels in terms of SINR. This results in quantization errors and any proposed CQI enhancement should overcome the degradation caused by the quantization.
· A second observation relates to the inter-cell interference, which varies from subframe to subframe and PRB to PRB. Due to this, the CQI report is typically calculated with different inter-cell interference load compared to the situation when the CQI is actually used. Factors like precoding, transmission rank, transmit mode and scheduled PRBs are subject to change on subframe basis and hence make the CQI quite unstable over time, especially in the practical case of fractional load. A very well-known example of such fluctuations in interference is the flashlight effect in context of beamforming.

· Third aspect is the fact that the UE interference measurements, especially for frequency-selective CQI, are quite erroneous from the start. This is further pronounced by the delays and by the above-mentioned inter-cell interference effects.
It seems that these factors may in practice result in much bigger CQI errors than the error caused by MU pairing and related CQI prediction.

Observation: There are worse CQI error sources than MU pairing. These should be fixed first in order to gain from MU-MIMO CQI enhancements.

3
Dynamic SU/MU switching
In RAN1#59, it was agreed that “switching between SU- and MU-MIMO transmission is possible without RRC configuration”. Related to the feedback support of such dynamic switches, in [1]

 REF _Ref273285523 \r \h 
 \* MERGEFORMAT [2] it has been mentioned that when single user rank is higher than two, there exist potential rank override problems which could theoretically become the more severe the higher the SU-MIMO rank is. For better dynamic SU/MU switching with all SU-MIMO ranks, it was proposed that additional rank-restricted Rel. 8 feedback could be time multiplexed with the normal SU-MIMO feedback [3]
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 \* MERGEFORMAT [4]. As the rank override may be needed for both MU-MIMO and SU-MIMO, rank restricted Rel. 8 feedback can be used also for SU-MIMO rank override purposes, for example in case of retransmissions. 
Related to this, what needs to be considered carefully is whether MU-MIMO is relevant when SU-MIMO rank is greater than one or two. Current MU-MIMO transmission relies on two orthogonal ports while altogether four ports can be enabled in quasi-orthogonal manner. High rank override is very unlikely to provide benefits – for example a user reporting rank 3 or higher experiences a good radio channel for spatial multiplexing, and the overall system efficiency can be better exploited in SU-MIMO mode. It is noted that a user reporting a high rank is likely to experience a spatially rich channel; hence it is likely that MU-MIMO transmissions would cause more MU interference than benefits in terms of spectral efficiency. The same issue is also inherently behind the fact that MU-MIMO transmissions are more beneficial in highly correlated scenarios while SU-MIMO is better utilized in case of low spatial correlation. Moreover, it is pointed out that while theoretically MU-MIMO transmissions could outperform SU-MIMO also in some low correlation cases, in practice the PMI granularity as well as CQI errors would likely turn any possible gains into loss.

It is noted when the UE reports rank 2, a suboptimal rank override can also be done based on CQIs of the two codewords by selecting the precoder column corresponding to the better CQI, and no additional feedback is needed. Actually in this case, the reported rank-2 SU-MIMO CQI could be well utilized also in case of MU-MIMO as it already takes into account some of the inter-stream interference.
Observation: In case UE reports high rank, it is better served with SU-MIMO. Need for additional rank override support seems unclear and unproven.

Furthermore, it is noted that the proposed scheme of time multiplexing SU-MIMO and MU-MIMO reports results in a fairly high overhead (or increased feedback delay) and there would be ways to achieve the same with less UL overhead. For example, one might consider slightly modified reporting of PMI:

· Always report rank-1 PMI independently of rank. The eNB may always then revert to this PMI when performing the rank override and the reported rank-1 PMI will be the optimum one.

· In case of RI>1, report additionally other r-1 columns of the Householder matrix corresponding to the chosen rank-1 PMI (e.g. only 2 bits in case of 4-Tx instead of full 4 bits), as needed for the rank r transmission.

This might result in slightly worse rank>1 SU-MIMO performance, however the performance difference is expected to be very small if any as the rank-1 part is anyway optimal. At the same time rank override possibilities are obtained with half of the overhead.
4
Enhancements providing improved CQI/PMI

As discussed in Section 2, both rank 1 and rank 2 SU-MIMO reports can be used for MU-MIMO transmission and the MU-MIMO CQI can be derived from the SU-MIMO CQI. Utilization of SU-MIMO CQI is possible even in case of rank 2, where the stronger stream CQI can be pretty much directly used for MU-MIMO with two UEs. The derivation of MU-MIMO CQI from SU-MIMO rank 1 CQI should address three issues: power splitting, possible power reduction due to e.g. ZF precoding, and multiuser interference. While the two first are known by the eNB and can be accounted for, the post processing MU-MIMO interference can not be known before the pairing decision. The simplest way of deriving the MU-MIMO CQI from the SU-MIMO CQI is simply by scaling the later. The scaling can take care of the power splitting and ZF scaling. In an intelligent way one can handle the amount of MU-MIMO interference.
This is the baseline MU-MIMO CQI scheme which all enhancements should be benchmarked against. The scheme is further discussed and explained in e.g. [5]
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[6]. This baseline scheme does not require any additional standardization.
4.1
Best companion PMI and delta-CQI

An enhancement for MU-MIMO, where one or a set of best companion (BCI) PMI/CQI are reported in addition to the preferred CQI/PMI/RI has been proposed by several companies. For example in [4][7] a version of the BCI is proposed, in which only the delta CQIs are reported corresponding to unitary PMI pairs that are preindexed and known by both eNB and UE. 
In a previous proposal [8], BCI was offered as an option to the additional rank restricted feedback. However, BCI is applicable only with the corresponding SU-MIMO PMI that has been assumed when calculating the BCIs and/or the corresponding CQI’s as the BCI is relative feedback, not self-sustained. If SU-MIMO rank is 1 or 2, there is no interpretation problem. Rank 1 SU-MIMO is the presumption case and with rank 2 SU-MIMO, it can be decided that the stronger stream is the applied precoding vector. But when the SU-MIMO rank is greater than 2, there exists the rank override issue with the primary user as eNB can not deduce which vector of the PMI matrix is the vector that has been assumed when the BCI was calculated. Or, if the UE has assumed the corresponding rank 1 PMI when calculating the BCI, eNB may not have the correct vector at all in the higher rank PMI report. If the eNB misinterprets the PMI vector, the BCI or related (delta)-CQIs do not give the correct BCI PMI nor the BCI CQIs thus, the BCI feedback should be accompanied with the corresponding PMI vector when SU-MIMO rank is greater than 2 or the use of BCI should be restricted to only with SU-MIMO rank 1, 2 feedback. As single user operation is more beneficial for higher rank utilization it follows that a realistic option is to allow BCI to be accompanied only with SU-MIMO rank 1 or rank 2 feedback. 
Another important aspect to keep in mind here is that the BCI CQIs are computed under a given hypothesis for multi-user transmit precoding such as e.g. unitary precoding. While this could fit for instance to the Rel-8 framework where unitary precoding is explicitly specified for MU-MIMO, this is not the case anymore in Rel-10 because the whole transmit precoding part is intentionally left unspecified: this stems from the philosophy that precoded DM-RS are used for demodulation and transmit precoding is left up to eNodeB implementation. Hence any potential benefit from BCI reporting may be lost when one deviates from unitary precoding, which may be the case for practical MU-MIMO implementations because of limited multi-user diversity and consequent use of zero-forcing precoding. The above issue applies more generally to any kind of MU-MIMO CQI enhancement conditioned on a given transmit precoding hypothesis.
The best companion feedback incurs a relatively high additional overhead in case of frequency selective PMI reporting modes. Furthermore, UE computational complexity is increased; even though the impact is rather small for one PMI, for frequency selective PMI reporting the complexity increase is significant. Finally, the main problem with BCI is that in typical cases the number of UEs tends not to be enough such that the eNB would actually be able to find best companions for the UEs to be paired with. This greatly reduces the potential gains, which is also visible in our simulation results in section 5.
4.2 
Average CQI for unitary pairs
When considering an additional multiuser specific CQI reporting one natural option is an average of the CQI over possible unitary pairs. The CQI is not exactly correct for any pair but an estimate of the upcoming performance. The average CQI can be interpreted also as the average over the unitary BCI CQIs.
The computational impacts are similar to the BCI + delta-CQI. UL overhead is slightly lower since no additional PMI needs to be reported. The main problem remains the same as with the BCI method, i.e. it is difficult to find the unitary pair UEs to be paired with, unless the number of UEs per cell is increased unrealistically high.

4.3
PUSCH feedback mode 3-2
A possible feedback enhancement proposal that has been discussed already in Rel. 8 is to have narrowband reporting to both CQI and PMI. Applicability of this scheme depends on the channel conditions. MU gains are found in correlated environments and from this perspective the wideband reporting of the PMI is a good choice. Adding the frequency selective CQI information to allow scheduler flexibility, leads to the observation that mode 3-1 is one option to handle MU-MIMO in its own turf. One may argue that frequency selective PMI might bring further gains, and perhaps this is true to some extent. This can perhaps fill the gap between the SU/MU operation, falling into the framework of dynamic switching, where there are gains to explore with dynamic SU and MU operation. Previous results [11] are not too optimistic on the 3-2 utilization while we should on the other hand remember that this comes at a very high price in terms of UL signaling overhead. From the UL feedback budget perspective, 3-2 utilization should be justified by good gains on the DL side.
4.4
PMI feedback refinement 

In [8], it has been proposed to allow the UE to feedback also the second best PMI in order to improve scheduling flexibility at the eNB. Indeed, the second best PMI brings more knowledge about the channel to the transmitter and also more freedom in terms of selecting what kind of precoding to use. Feeding back the second best PMI also gives the eNB the opportunity to actually refine the channel state knowledge via interpolation, see Figure 1. More specific details on the PMI selection and interpolation are presented in Appendix 1. 
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Figure 1: Location of the exact right space versus best and second best codeword (PMI) on the manifold. Improvement to the reported codewords can be achieved via interpolation – the interpolated codeword is denoted by 
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As mentioned, in addition to the increased scheduling flexibility, it might be beneficial to utilize both the best and second best PMIs, and allow the eNB to interpolate between the two precoding matrices to obtain improved CSI. While the actual interpolation is of course an eNB implementation issue, we have described one way to do it in Appendix 1. This method was also used in the simulations presented in the next section.

One may allow the UE to report both best and second best codewords (PMIs). To compute the second best PMI, UE complexity does not need to increase at all since the seach process provides both best and second best PMIs (in fact one can obtain PMIs ordered with respect of their quality). For the feedback of the PMIs, there are multiple possibilities on how to feed back the best and the second best PMI:

1. At the same time – both codewords are fed back at the same time which means doubling the Rel.8 overhead. However, in terms of feedback increase, this matches other schemes like BCI+delta CQI reporting, etc.
2. Alternate – the best and second best PMIs alternate each reporting instant, the period of which can be configured by higher layer signalling, as usual. The method does not increase overhead and is suitable for slowly fading scenarios. While its performance is expected to be slightly lower than that of the first method, the Rel. 8 overhead makes it attractive from a DL performance – UL feedback tradeoff perspective.
3. Change – the second best PMI is reported only if the best PMI does not change compared to previous reporting instant. This has the natural property of adapting to the channel; however it requires one extra signaling bit to indicate the change in the best PMI.

The simplest way is perhaps to consider time-multiplex between best and second best PMI. Note that reporting of best and second best, or always only the best (i.e. if the second best PMI reporting period is set to be infinite), could be also made configurable by higher layer signalling. As will be shown in the next section, by means of interpolation this approach will already provide good performance improvement compared to the traditional PMI feedback approach. This performance improvement comes with rather minimal standardization effort as existing codebooks are utilized and one only needs to specify the TDM-based reporting mechanism for the second best PMI. Moreover, all benefits come with no UE complexity increase. Finally, as pointed out in [8], knowledge of the second best PMI can be also used to increase scheduling flexibility at the eNB. Compared to the CQI enhancements, handling PMI in an efficient way might be more appealing as it does not suffer to the same extent from inter-cell interference predictability issues and other uncertainties to which CQI utilization is prone.
5
Simulation results
Several feedback enhancements methods, presented above, have been evaluated in single-cell MU-MIMO system simulations. Detailed simulation assumptions are presented in Appendix 2. The ULA antenna setting is used as target scenario for MU-MIMO. We employ the Rel.8 4TX codebook feedback as baseline as agreed in the previous meeting. Realistic channel estimation has been considered.
Average spectral throughput and coverage results are available in Table 1 and Table 2 respectively. Both transmission modes 3-1 and 3-2 have been considered. As a first note, we point out the fact that the simple Rel. 10 operation, using DM-RS, CSI-RS, ZF and scaled CQI, leads to an increase of 27% in terms of average sector throughput and 18% in coverage. This comes also from the possibility forCRS overhead reduction given by the usage of CSI-RS. As the scope of the investigation is MU performance enhancement, a correlated environment has been assumed. In such case the gains from frequency selective precoding are minimal, about 1% increase in average sector throughput. If operating in SU mode the picture does not change much, 2% gains being reported for example in [9]. Coverage improvements are minimal as well. Remaining investigations have been performance using the feedback mode 3-1. From the pool of CQI enhancements, BCI+delta CQI provide limited gains of 0.6% in average sector throughput. In this case the delta CQI has been computed on the BCI while on the transmitter side this information has been used in case the same pair as in the UE has been found by the scheduler, if not the scaled SU-MIMO CQI has been utilized (same as baseline). In case of CQI averaged on unitary pairs, a performance increase of 1.4% in average sector throughput has been obtained. As for the coverage, BCI+delta CQI provides about 4% increase whereas average CQI case is hit by a loss of -9%. Note that the CQI enhancement gains are coming at the expense of increased 4 bit feedback. 
More promising gains are coming from the PMI enhancement side, with the aid of second best PMI reporting. Two cases have been considered. In first case we have been using alternate reporting instants for the first and second best PMIs while the eNB always performed the interpolation between the reported PMIs. Gains of 3.5% in average sector throughput are found in this case, noting that no increased overhead is needed in this situation. If one affords an increase of 4 bits, the utilization of both best and second best PMI is made available to eNB, this case leading to 3.8%  performance increase in average sector throughput while slightly higher coverage gains of 5.4%. 
Table 1. Average sector throughput (Mbps) of baseline Rel’8 PMI reporting and two proposed enhancements with gains over baseline in brackets.
	Rel’8 performance
(mode 3-1)
	Rel’8 CQI / Rel’8 PMI
(mode 3-1)
	Rel’8 CQI / Rel’8 PMI
(mode 3-2)
	Rel’8 CQI / 
2nd Best PMI
(alternate)
	Rel’8 CQI / 
2nd Best PMI
(double overhead)
	AI CQI /
Rel’8 PMI
(mode 3-1)
	BCI
(mode 3-1)

	20.48
(-27.3%)
	28,17
(baseline)
	28.39
(+0.8%)
	28.76
(+2.1%)
	29.25
(+3.9%)
	28.53
(+1.3%)
	28.43
(+0.9%)


Figure 2. Coverage (kbps) of baseline Rel’8 PMI reporting and two proposed enhancements with gains over baseline in brackets.

	Rel’8 performance
(mode 3-1)
	Rel’8 CQI / Rel’8 PMI
(mode 3-1)
	Rel’8 CQI / Rel’8 PMI
(mode 3-2)
	Rel’8 CQI / 
2nd Best PMI
(alternate)
	Rel’8 CQI / 
2nd Best PMI
(double overhead)
	AI CQI /
Rel’8 PMI
(mode 3-1)
	BCI
(mode 3-1)

	947
(-18.0%)
	1154
(baseline)
	1161
(+0.6%)
	1190
(+3.1%)
	1217
(+5.4%)
	1051
(-9.0%)
	1176
(+1.9%)


6
Conclusions

In this contribution we have considered several feedback enhancements options. All these have been based on the previous decision that for 2 Tx and 4 Tx operation, Rel. 8 codebook is to be utilized under the Rel.10 framework. We investigated schemes consider both CQI and PMI enhancements. The following notes can be made:

· A baseline Rel. 10 operation using DM-RS, CSI-RS with potentially scaled-down CRS overhead, ZF and scaled CQI, leads already to significant MU-MIMO performance gains as seen from performance evaluations. In comparison, the considered MU-MIMO CQI enhancements bring only minor performance improvement on top. Feedback enhancements should be discussed under the assumption of complexity increases while performance should be evaluated under the gains vs. feedback overhead tradeoff, as stipulated in the previous way forward [10].

· CQI computation/utilization is exposed to a range of system uncertainties, making it a volatile quantity to be enhanced. Inter-cell interference is subject to variability coming from dynamics in precoding usage, rank utilization, transmission modes, PRB allocation, etc., in the neighbouring cells, making the CQI difficult to be enhanced, especially when considering further quantization and other limitations of the system.
· Very limited gains are provided by all discussed CQI improvements, provided that simple schemes have been considered, with limited feedback increase.

· Small gains are provided by PUSCH reporting mode 3-2 at the expense of highly increased feedback overhead as the PMI reporting goes frequency selective from wideband.

· Promising gains are found from PMI enhancements. These are coming with both limited specification impact and feedback overhead, if any.
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Appendix 1 – Improved PMI feedback based on interpolation between the codewords
In Rel’8, precoding codeword (PMI) is chosen from the b-bit codebook 
[image: image3.wmf]]

[

)

(

)

1

(

N

W

W

C

K

=

, where 
[image: image4.wmf]b

N

2

=

 is the number of codewords. At the UE, the best codeword 
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 that maximizes/minimizes the predefined metric 
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 is selected. The selection metric 
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 is UE implementation specific and can be e.g. throughput or certain distance metric. The best selected codeword can be expressed as:
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 denoting the conjugate transpose. By observing the selection algorithm, it can be noticed that very often, in practice, the best PMI 
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 gives very close to same output metric as the second best PMI 
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, which means that the performance difference between using either 
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 is very small. Hence, the two codewords are in fact almost equally valuable in terms of providing information about the channel state. In such case the channel right space 
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 lies roughly between those two codewords, which is illustrated in Figure 1. This also explains why reporting the second best PMI is beneficial in terms of scheduling flexibility: either 
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 could be used almost equally well from the perspective of maximizing power to the desired UE. However, it may turn out that sometimes pairing UEs using the second best PMI is easier, especially if the cell load is not extremely high.

The method to interpolate between best and second best PMI is based on geodesics as shown in Figure 1. The refined codeword is denoted by 
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 and is closest to the instantaneous exact right space 
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. The geodesic is a straight line on the curved space, for which the line’s velocity lies in the tangent space of a surface. For example, an equator on the sphere is a geodesic, but latitude is not. The geodesic on a Grassmanian manifold 
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Optimally, one would require UE to compute and feedback optimal 
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. However, it has been observed that fixing the value of 
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 will provide most of the gain without any feedback and hence provides the simplest solution. Note that this optimal fixed parameter does not depend on number of streams and is anyway an eNB implementation issue.

Appendix 2 – System simulation parameters

The system simulation parameters are listed in the following table.
Table 3. System simulation parameters.

	Parameter
	Value

	Cellular layout
	Hexagonal, 19 sites, 3 sectors per site

	Traffic model
	Full Buffer

	Simulation scenario
	3GPP SCM NLos UMa 3D
Azimuth spread: 8˚
UE speed: 3 km/h

	Antenna configuration
	4 TX – ULA:  IIII 0.5λ {0˚} 
2 RX – X 0.5λ {0˚, 90˚}

	MIMO scheme
	MU-MIMO
Max 2 UEs, 1 layer / UE

	Number of UEs / sector
	10

	Codebook
	Rel’8 4TX codebook

	Precoding
	Zero Forcing using DRS

	TD-FD Scheduler
	Proportional Fair – Proportional Fair

	Receiver algorithm
	LMMSE

	Inter-cell interference model
	4Tx transmission with random rank and PMI in interfering cells.

	Channel estimation for demodulation
	Realistic

	Channel estimation for CSI
	Ideal / CSI-RS Based 

	Reference symbol overhead
	Legacy overhead: 2Tx Rel’8 CRS
DRS overhead: 12 RE / PRB
CSI-RS overhead: 4 RE / PRB, 10 ms interval

	PMI
	Sub-band size 6 / 50 PRB
10 ms reporting interval
6 ms delay

	CQI
	Sub-band size 6 PRB
10 ms reporting interval
6 ms delay

	OLLA
	Enabled
BLER target 10%

	HARQ
	2 ms Ack/Nack delay
6 processes
Maximum 4 transmissions

	PDCCH
	Only the overhead modelled

	UE noise figure
	9 dB

	UE distribution within cell
	Uniformly dropped to entire cell
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