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1 Introduction
During 2009-2010 RAN1 evaluated the merits of open loop uplink transmit diversity techniques in which the UE autonomously selects a pre-coding vector with which the physical channels are multiplied based on some of the existing feedback channels (e.g., F-DPCH). The related studies were summarized in TR 25.863 [1] and from this report it is clear that: 
· Open loop uplink transmit diversity have the potential to increase cell-edge throughput and reduce the UE transmit power in certain scenarios. In general, the gains associated with open loop beam transmit diversity increased with reduced cell isolation, reduced channel dispersion, and increased channel coherence time. 
· Open loop uplink transmit diversity could cause performance loss in certain scenarios. The related problems stem from that the network cannot anticipate the UE behaviour.

Recently closed loop transmit diversity (CLTD) has been proposed as a study item candidate. In CLTD the network controls which pre-coding vector(s) that the UE should utilize. Thus, in contrast to open loop techniques the UE behaviour will be well-defined from the perspective of the network. This contribution presents some initial considerations on CLTD. The aim of the document is to identify and compare the different design choices that exist for CLTD with the purpose of helping defining the scope of a potential study item.
With respect to the papers that have been presented on CLTD in previous RAN1 meetings [2]-[5] we here focus our discussions on a design where 
· The primary DPCCH is transmitted with the same pre-coding vector as the other physical channels (except the second DPCCH), 
· The serving Node-B decides the pre-coding vector selection, and 
· The existing network functionality (parameter signalling, grants, inner loop transmit power control, etc.) use the primary DPCCH as reference. 
We also briefly discuss a few different alternatives for how the secondary DPCCH can be used and present some initial simulation results that evaluate how the link level performance of CLTD depends on the code book size and on whether both the amplitude and phase information is accounted for in the codebook.
2 Desired high-level characteristics for CLTD
Before discussing the detailed design alternatives related to CLTD this section outlines a few basic properties which we believe that the design of CLTD should aim at fulfilling. These properties will later be used as guidelines when discussing the more detailed design choices. 

In our view the design of CLTD should aim at fulfilling the following requirements:
1. The coverage experienced by a CLTD UE should at least be on par with the coverage experienced by a legacy UE. To achieve this it is important to design CLTD so that the uplink related overhead information does not outweigh the increased link efficiency thanks to the pre-coding gain. Secondly, UEs supporting CLTD should have similar coverage as legacy UEs in regions where the Node-Bs do not support CLTD and the UEs consequently cannot be configured with CLTD.
2. Existing network functionality should be reused if possible. Aside from minimizing the changes on the physical channel layout, this includes designing the CLTD in a way so that the impact on channel estimation, parameters settings (e.g., power offsets for HS-DPCCH), power control, the scheduler, etc.  is kept at a minimum.
3. CLTD should provide gains also for simple receiver structures. As for the open loop transmit diversity study item it is desirable to adopt a design that ensures that CLTD can offer gains both in combination with advanced interference suppressing/cancelling receivers and in combination with more rudimentary RAKE receivers.
4. CLTD should not harm the downlink performance. One example on how CLTD may impact the downlink performance is if the UE “direct” its beam towards a non-serving Node-B. Since HS-DPCCH only is decoded at the serving Node-B this may result in reduced HS-DPCCH performance and therefore reduced downlink performance. This was also discussed during the open loop study item.
3 Design options for CLTD
Having outlined some high-level properties that we believe that CLTD should possess this section presents and discusses some of the detailed design choices related to CLTD.
3.1 Pre-coded or not pre-coded DPCCH(s)
For CLTD at least two possible physical channel layouts can be envisioned. These are presented in Figure 1 and Figure 2. For the first alternative all physical channels except the secondary DPCCH are transmitted using the same pre-coding vector. The secondary DPCCH is instead transmitted with some other pre-coding vector. This layout is illustrated in Figure 1.


[image: image1]
Figure 1: A physical channel layout where all the physical channels and the primary DPCCH are pre-coded with one pre-coding vector and the secondary DPCCH is transmitted with another (e.g., orthogonal) pre-coding vector. 
The second option is presented in Figure 2. With this option all physical channels except the two DPCCH(s) are pre-coded and transmitted from both antennas. The DPCCH(s) are however not pre-coded and each of them is transmitted from one individual physical antenna. Note that this physical channel layout is similar to the structure adopted for downlink MIMO transmission.

[image: image2]
Figure 2: A physical channel layout where all channels except the DPCCH(s) are pre-coded with the same pre-coding vector.
Even though we at this point view both physical channel layouts as candidates for CLTD, a channel layout based on pre-coded DPCCH(s) is associated with some advantages including:
· If the primary DPCCH and the physical channels are pre-coded with the same weights the power ratio between them at the Node-B will be independent of the pre-coding vector. This would facilitate a design in which the network uses the primary DPCCH as reference. For example, if the power ratio between the E-DPDCH, E-DPCCH, and HS-DPCCH and the primary DPCCH at the Node-B are independent of the applied primary pre-coding vector existing parameter settings (e.g. ACK, NACK,…) can be reused. Moreover, the impact to the scheduler would be minimized (since the scheduler in this case does not need to account for the pre-coding vector when issuing grants). Lastly using pre-coded DPCCH(s) can reduce the interference generated from buffer limited UE(s), which only will transmit DPCCH a significant portion of the time.

· Pre-coded DPCCH(s) limits the impact on E-DPCCH assisted channel estimation. If the primary DPCCH and E-DPCCH are transmitted with the same pre-coding vector the option of reusing existing algorithms for channel estimation used for demodulation of other physical channels exist. Compared to legacy operation the only difference is that the Node-B now will consider the composite channel H∙w1 instead of H (w1=[w1 w2]H denotes the primary pre-coding vector).
 
· From a channel estimation point of view we do not see any strong benefits of using non pre-coded DPCCH(s). If the DPCCH(s) are not pre-coded and transmitted on different codes the Node-B can estimate the channel H. However, to derive the estimate that should be used when demodulating the pre-coded physical channels the composite channel H∙w1 needs to be computed. Thus all Node-B(s) in the active set need to have knowledge about the primary pre-coding vector. To ensure that also non-serving Node-B(s) can demodulate the data traffic the pre-coding vector needs to be signalled by the UE (especially if only the serving Node-B would have the ability to select pre-coding vectors).
  



  







With pre-coded pilots the Node-B(s) can as one alternative maintain an estimate of the composite channel H∙w1 only. This approach could be sufficient in situations where the amount of power that the UE spends on its secondary DPCCH is significantly smaller than the amount of transmission power used for the primary DPCCH. If the Node-B bases its channel estimation on both the primary and secondary DPCCH the wireless channel H can be derived by multiplying the composite channel HW with W-1 (Here W = [w1 w2] and w2 denotes the secondary pre-coding vector). Besides exploiting all transmit power that a UE utilize for DPCCH(s) a benefit with this approach is that jumps in the channel estimation due to changes in the primary pre-coding vector can be avoided. The drawback with this approach is of course that it increases the complexity in the Node-B (for example this would require parameter tuning).
Table 1 summarizes the key characteristics of the two studied channel layouts.
Table 1: Summary of some of the implications of using pre-coded and not pre-coded DPCCH(s).

	
	UL signalling of pre-coding vector in SHO
	Network impact
	Impact on channel estimation

	
	
	Power offsets
	Scheduler
	DPCCH 
	E-DPCCH

	Pre-coded DPCCH
	Not required
	No
	No
	Yes/NoϮ
	Yes/NoϮ 

	Not pre-coded DPCCH
	Required
	Yes
	Yes
	Yes
	Yes


Ϯ If the Node-B only base the channel estimation used for data demodulation on the primary DPCCH (and E-DPCCH) there is no impact to channel estimation. However, if the Node-B should utilize both DPCCH(s) for channel estimation the pre-coding vectors need to be accounted for. 
3.2 Node-B or UE controlled pre-coding weight selection

In principle both the network and the UE could control the selection of pre-coding vector(s). The rationale and impact of the two approaches is discussed below.
3.2.1 UE controlled pre-coding weight selection

If the UE controls the selection of pre-coding vectors an approach based on two inner loop power control (ILPC) loops seems reasonable. Given that the two DPCCH(s) use a common SIR target and that the primary and secondary DPCCH(s) are pre-coded this would allow the UE to evaluate and compare a set of pre-coding vectors based on the required transmit power.
 Besides the fact that two ILPC loops are required, an additional potential drawback of having a UE controlled pre-coding vector selection is that the two DPCCHs always need to be pre-coded (i.e. a physical channel layout presented in Figure 2 cannot be supported).
3.2.2 Node-B controlled pre-coding weight selection

If the network controls the selection pre-coding vector(s) a solution based on one ILPC is sufficient and in the simplest form the UE could utilize identical transmission power on both DPCCH(s). This allows the Node-B to compare two pre-coding vectors by measuring the received power. Alternatively the Node-B could use the two DPCCH(s) for deriving an estimate of the wireless channel H. Notice that if the UE does not signal the pre-coding vectors it may not be possible for non-serving Node-Bs to base its channel estimate on the secondary DPCCH. A possible optimization to reduce the overhead associated with the secondary DPCCH would be that it is transmitted with a semi-static power offsets (as compared to the transmit power used for the primary DPCCH). 
A difference with respect to UE controlled selection of pre-coding vector(s) is that network controlled pre-coding vector selection supports both the case where the DPCCH(s) are pre-coded and the case where each DPCCH is transmitted from a separate physical antenna (cf. Figure 1 and Figure 2). 
If the DPCCH(s) are pre-coded, they can be used for allowing the Node-B to:
· Acquire knowledge of the wireless channel: In this case the primary and secondary pre-coding vectors could be orthogonal. It should be noted that as long as there is a one-to-one mapping between the primary and secondary pre-coding vector it is also sufficient for the Node-B to signal the pre-coding vector of one of two pre-coding vectors.
· Allowing the Node-B to compare two pre-coding vectors with each other: In this case there may not necessarily exist a one-to-one mapping between the pre-coding vectors signalled by the network. Thus, if it should be possible for the Node-B to convey all pairs of possible pre-coding vectors the feedback information will double as compared to the case where a one-to-one mapping exists between the used pre-coding vectors. One possible solution for reducing the downlink feedback overhead would be to limit the number of code words that could be signalled for the secondary DPCCH and let these depend on the primary pre-coding vector (e.g., it may be sufficient to probe with a pre-coding vector with larger and smaller relative phase as compared to the primary pre-coding vector).
Table 2: Summary of the implication of having UE controlled or Node-B controlled pre-coding weight selection.
	
	Algorithm for determining pre-coding weights
	Non pre-coded vs. pre-coded DPCCH(s)
	# ILPC

	
	Decision criteria
	Probing or channel based
	Pre-coded
	Not pre-coded
	

	UE controlled
	Transmit power
	Probing only
	Yes
	N/A
	2

	Node-B controlled
	Proprietary
	Probing and/or channel based
	Yes
	Yes
	1


Table 2 summarizes the characteristics of Node-B and UE controlled pre-coding vector selection. Based on our initial discussion an approach where the network or more specifically the serving Node-B decides pre-coding vectors seems preferable. 
3.3 Channel sounding

One of the design issues associated with CLTD is how to keep the overall DPCCH overhead at a reasonable level. By overhead we here refer to both the additional transmission power that a UE may need to allocate to DPCCH transmissions (as compared to legacy operations) and the number of codes that are allocated to DPCCH transmission. Methods for constructing and transmitting pilots that enable a low DPCCH overhead are therefore of importance. 
For constructing the pilots, one could identify at least the following options:
· Reuse existing DPCCH formats [6] and transmit the primary and secondary DPCCH on different channelization codes, 

· Introduce a new orthogonal pilot pattern for the secondary DPCCH.
 One approach for creating the pilot patterns of the secondary DPCCH is illustrated in Table 3. Note that the 2 DPCCH(s) in this case could be transmitted on the same channelization code. 

· Time multiplex the pilot pattern associated with the primary and secondary pre-coding vector. Also this enables that the two DPCCH(s) could be transmitted on a single code. Note that if the non-serving Node-B is not informed of the pattern this will result in that the quality of the channel estimations reduces since it will combine the channel estimates for different pre-coding vectors. One way to perform the time-multiplexing would be to assign some of the DPCCH pilot symbols to pilot 1 and the remaining ones to pilot 2. Another alternative would be to transmit pilot 1 using the DPCCH pilot symbols in some slots, and to transmit pilot 2 in other slots.
Table 3: Example of pilot patterns for the secondary DPCCH that are orthogonal to the pilot patterns used for the primary DPCCH can be created for different number of pilot bits Npilot. For even number of pilot symbols, the pilot patterns in the table can be taken directly from the columns from pilot symbol 0 to number-of-pilot-symbols minus 1. For uneven number of pilot symbols, the last symbol in the secondary pilot pattern is not transmitted.
	Pilot symbol #
	0
	1
	2
	3
	4
	5
	6
	7

	Primary pilot symbol pattern
	s0
	S1
	s2
	s3
	s4
	s5
	s6
	s7

	Secondary pilot pattern A
	s1*
	-s0*
	s3*
	-s2*
	s5*
	-s4*
	s7*
	-s6*

	Secondary pilot pattern B
	s1*
	-s0*
	-s3*
	s2*
	s5*
	-s4*
	-s7*
	s6*


To ensure that legacy non-serving Node-Bs can demodulate the data transmissions it is beneficial if the primary DPCCH utilizes the existing pilot patterns (and/or channelization code). The secondary DPCCH could either be transmitted on another channelization code or possibly with orthogonal pilot patterns (the impact of this needs however to be investigated). To further reduce the overhead associated with DPCCH transmissions it could be advantageous to gate the second DPCCH and (when transmitted) use a transmit power where a power offset has been applied, i.e. PDPCCH,2 = γ∙PDCCH,1. This structure is illustrated in Figure 3.

[image: image3]
Figure 3: Illustration of a possible structure for transmission of DPCCH(s). 
3.4 Feedback design

With respect to the feedback design we see three possible alternatives:

· Introduce a new physical channel for feedback information,

· Reuse the F-DPCH for transmitting feedback information,

· Rely on HS-SCCH orders,

or a combination of the above.

If possible, an option that reuses the F-DPCH physical channel would be desirable since this does not require any new physical channels. One aspect that should be highlighted is that the UE only power controls the F-DPCH transmitted from the serving Node-B (cf. IE F-DPCH TPC command error rate target; section 10.3.6.9a in [8]). Thus if one wants to ensure a sufficient quality in the feedback it seems reasonable to let the serving Node-B decide and transmit the pre-coding information. The alternative is of course that all Node-B(s) in the active set transmit their preferred pre-coding weights and that the UE subsequently combine them into a single pre-coding weight. If such a solution is to be supported one would:

· Possibly have to introduce solutions that mitigate “flip-flop” behaviour that could occur if the for SHO UEs. 
· Evaluate whether the existing RAN4 requirement with respect to the F-DPCH reliability is sufficient (the same line of reasoning would hold also if a new physical were to be introduced).

· Introduce support so that the UE can signal the primary pre-coding vector. 
3.4.1 Mapping of pre-coding weights onto F-DPCH
If the F-DPCH is reused for transmitting the F-DPCH information there are at least three possible options:
· Transmit feedback information instead of power control commands in certain slots.
· Allocate more symbols within a slot to one particular UE. 

· Transmit feedback and TPC information on different F-DPCHs.
The three options are illustrated in Figure 4, Figure 5 and Figure 6. The advantage with the first alternative is that the F-DPCH slot format and timing remain unaltered. The obvious drawback is that the transmissions of pre-coding vectors will reduce the rate with which TPC commands can be transmitted. This will lead to some performance degradation for channels characterized by a short coherence time (see further section 3.6.1 for the VA30 channel).


[image: image4]
Figure 4: Illustration of a feedback alternative where the pre-coding weights are time-multiplexed with the TPC commands. Note that depending on the codebook size the UE may have to combine the pre-coding vector feedback information of multiple slots in order to determine the signaled pre-coding vector.
In the other alternative, multiple symbols within an F-DPCH slot are allocated to the same UE. The advantage with this approach is that it facilitates the same rate of TPC commands. The drawback is that a new F-DPCH slot format needs to be introduced in [6] and if this approach is to be used it seems reasonable to transmit the pre-coding vector and TPC information in consecutive symbols so that the decision of changing the UE transmit power and its feedback information can be take jointly.


[image: image5]
Figure 5 Illustration of feedback design in which the pre-coding weights and the TPC commands are time-multiplexed within a single F-DPCH slot. Note that depending on the codebook size the UE may have to combine the pre-coding vector feedback information of multiple slots in order to determine the signaled pre-coding vector.
In the third approach the pre-coding weights are transmitted on another F-DPCH. This approach is illustrated in Figure 6. The benefit with this approach is its simplicity while the drawback is that it could result in resource fragmentation.

[image: image6]
Figure 6: Illustration on how the TPC and pre-coding vector information could be transmitted to the UE. Note that depending on the codebook size the UE may have to combine the pre-coding vector feedback information of multiple slots in order to determine the signaled pre-coding vector.
However, a key question that needs to be answered before a decision on whether it is possible to transmit the feedback information on F-DPCH or whether a new physical channel needs to be introduced is how much feedback that needs to be transmitted from the network to the UE. This will essentially depend on the codebook design and this is briefly discussed in the next subsection.
3.5 Codebook design 

With respect to the codebook the following alternatives could be used:

· Explicit codebook where each codeword represents a specific pre-coding vector,
· Implicit codebook where each codeword represents an additional phase/amplitude offset that the UE should apply,
or combinations of the above. An example that combines explicit and implicit codebook design would be to initially use an explicit codebook for finding the approximate phase of the channel and then change to an implicit codebook with higher granularity for tracking the time-varying changes, e.g., in slowly varying channels. 
As a starting point for a code book design discussion we believe that an analysis of how many code words that need to be supported, and whether the pre-coding vectors should incorporate both relative phase and amplitude differences should be performed. An initial analysis of this is given in the following section.

3.6 Initial link level results 

The following section presents initial simulation results that focus on quantifying how the link level gains depend on the codebook size. All evaluations have been conducted for a genie setting with ideal channel estimation. The simulation parameters are similar to those used in the study item for open loop transmit diversity and they are listed in Appendix 6. Note that the evaluations have been performed for the PA3, VA30, and PA0.1 channels.

Throughout this section the following two closed loop beam forming algorithms are evaluated:

· Codebook based pre-coding selection:  This algorithm determines the pre-coding vector that maximizes the received power. Hence the UE will utilize the pre-coding vector 
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 denotes the l:th channel matrix (contains all Tx-Rx pairs) for slot k. Note also that we for this algorithm assume that the input power to the two antennas are the same, i.e. |w1|=|w2|.
· Non-codebook based pre-coding selection: This algorithm determines the pre-coding vector based on a singular value decomposition (SVD) of the channel matrix. The pre-coding vector is chosen as the singular vector associated with the maximum singular value. Note that SVD based pre-coding can result in pre-coding vectors where the amplitude of the two pre-coding weights are different. Hence, the difference in performance between the SVD and the codebook based beam forming algorithms can be interpreted as an approximation of the additional gain that could be achieved if the codebook contained both different phases and different amplitudes.
3.6.1 Initial link level evaluation of the impact of codebook size

This section presents some initial results that illustrate how the gain of CLTD depends on the codebook size and the frequency with which the pre-coding vectors are updated. As mentioned above all code words in the codebook based algorithm have the same amplitude. Hence if the codebook consists of n code words the relative phase difference between pre-coding vector two adjacent code words is 2π/n. It should be noted that the results presented in this subsection assume that the antenna imbalance is 0 dB.
Results showing the gain in transmit and receive power for the different algorithms (compared to a reference case without beam forming) are shown in Figure 7 to Figure 12. In the different figures the Tx and Rx performance is shown for different channels, code book sizes and pre-coding weight update rates. A summary of the results for the case where the pre-coding vector is updated once every slot is shown in Table 4 and Table 5.

From the results shown in Figure 7 – Figure 12 a number of observations can be made. First it is evident that the granularity of the codebook has significant impact on the results. Based on the results presented here a codebook that consists of between 4 and 8 code words seems to provide a reasonable trade-off between uplink performance and downlink overhead. Secondly, the results indicate that the Rx performance is less sensitive with respect to the number of code words than the Tx performance. This is expected since the ILPC loop will, if the granularity of the pre-coding vectors is too coarse, compensate for the reduced beam forming gains and increase the UE transmit power so that SIR target is met.
A third observation that can be made, e.g., from Table 4 is that the SVD based pre-coding selection provides approximately 0.5 dB larger reduction in transmit power as compared to the codebook based algorithm. This gives an indication (upper bound) of the magnitude of the gains that could be obtained if amplitude differences between the pre-coding weights are also incorporated into the codebook.
 

A final observation is that the intensity with which the pre-coding vectors need to be updated is highly dependent on the coherence time of the wireless channel. In slowly varying channels it is sufficient to update the pre-coding vectors quite seldom. However, in channels which changes more rapidly the pre-coding vectors need to be updated more often. From the figures we observe that a pre-coding vector update rate of once every 5th to 10th slot is sufficient for the PA3 channel, a pre-coding weight update intensity of once every 30th slot is sufficient for the PA0.1 channel, and a pre-coding weight update every slot is necessary for the VA30 channel.
Table 4: Summary of Tx power reduction for the case of balanced antennas. The columns represent different codebook size for the codebook based algorithm except the last column which is the SVD based beam forming algorithm.

	
	Codebook size
	

	
	2
	3
	4
	6
	8
	12
	16
	32
	SVD

	PA3
	2.23
	2.60
	2.66
	2.81
	2.84
	2.80
	2.82
	2.85
	3.34

	PA0.1
	2.21
	2.44
	2.57
	2.68
	2.73
	2.68
	2.71
	2.70
	3.10

	VA30
	1.41
	1.68
	1.73
	1.72
	1.82
	1.79
	1.86
	1.81
	2.20


Table 5: Summary of Rx gain associated for the case of balanced antennas. The columns represent the codebook size for the codebook based algorithm except the last column which is the SVD based beam forming algorithm.

	
	Codebook size
	

	
	2
	3
	4
	6
	8
	12
	16
	32
	SVD

	PA3
	0.06
	0.09
	0.05
	0.11
	0.12
	0.06
	0.08
	0.10
	0.01

	PA0.1
	0.04
	0.05
	0.06
	0.07
	0.10
	0.06
	0.05
	0.03
	0.12

	VA30
	0.21
	0.24
	0.22
	0.15
	0.24
	0.18
	0.25
	0.19
	0.28
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Figure 7: Transmit power reduction when beam forming is used (as compared to the case without beam forming) as a function of codebook size for the PA3 channel. The legends correspond to different phase update rates (once every x slots). 
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Figure 8: Receive power gain when beam forming is used (as compared to the case without transmit diversity) as a function of the codebook size for the PA3 channel. The legends correspond to different phase update rates (once every x slots). From the figure we can observe that the impact on the Rx performance is less that 0.1. Note also that a positive value in the figure corresponds to a performance loss and that the loss increases with the intensity of which the Node-B updates the pre-coding vectors.
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Figure 9: Transmit power reduction when beam forming is used (as compared to the case without any transmit diversity) as a function of number of phases for the PA0.1 channel. The legends correspond to different phase update rates (once every x slots). 
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Figure 10: Received power gain when beam forming is used (as compared to the case without any transmit diversity) as a function of number of phases for the PA0.1 channel model. The legends correspond to different phase update rates (once every x slots). The main conclusion from the figure is that the impact on the Rx performance is less than 0.1 dB.
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Figure 11: Transmit power gain when beam forming is used (as compared to the case when no transmit diversity is used) as a function of the codebook size for the VA30 channel. The legends correspond to different update rates of the pre-coding vectors (once every x slots). 
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Figure 12: The received power gain when beam forming is used (as compared to the case when no beam forming is used) as a function of the codebook size for a VA30 channel. The legends correspond to different pre-coding vector update rates (once every x slots). 
3.6.2  Initial evaluation of sensitivity with respect to F-DPCH error rate

In this section we evaluate the performance with respect to the feedback error rate. Note that in this evaluation an error implies that a random weight is chosen, but the correct weight cannot be chosen. 

Transmit power reductions and the received power increase for beam forming (as compared to the case without any transmit diversity) as a function of the feedback error rate for different channel models is shown in Figure 13. Evidently the gains decrease with an increased feedback error rate. For the PA3 channel the loss is roughly 0.25dB for every 10 percent increased error rate, whereas for the VA30 channel the corresponding loss is slightly smaller. Nevertheless it seems as beam forming is rather robust against a few percent of feedback error. It should however be noticed that the pre-coding updating rate in these simulations was once per slot and the probability of having pre-coding errors was assumed to be independent between adjacent slots. Together this could reduce the impact of errors on F-DPCH since the UE, given that it has received an erroneous pre-coding vector is likely to change to the correct one in the following slot.
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Figure 13: Power gains for beam forming (as compared to the case without any transmit diversity) as a function of the feedback error rate. The legends correspond to different channel models and Tx power (solid lines) or Rx power (dashed lines). 
3.6.3 Initial evaluation of sensitivity with respect to antenna imbalances

The transmit power reduction and the received power increase between the case where beam forming is used and the case where no transmit diversity is used is shown in Figure 14 - Figure 16. As expected we can observe that the reduction in transmit power increases with increasing antenna imbalance whereas the loss in receiver performance is insensitive to the antenna imbalance. When comparing the codebook and the SVD based pre-coding algorithm the gain in transmit power seems fairly insensitive with respect to the antenna imbalance and approximately 0.5 dB. However, the difference between the SVD based algorithm and the codebook based algorithm is slightly larger for the +3 and -3 dB antenna imbalance as compared to the case of balanced transmit antennas. This is expected since the benefit of only transmitting from the “good” antenna obviously increases as the difference between the two antennas increases.
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Figure 14: Gains in transmit power (solid lines) and received power (dashed lines) for beam forming (as compared to the case without any transmit diversity) for a PA3 channel. Note that the pre-coding vector is updated once per slot.
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Figure 15: Gains in transmit power (solid lines) and received power (dashed lines) for beam forming (as compared to the case without any transmit diversity) for a PA0.1 channel. Note that the pre-coding vector is updated once per slot.
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Figure 16: Gains in transmit power (solid lines) and received power (dashed lines) for beam forming (as compared to the case without any transmit diversity) for a VA30 channel. Note that the pre-coding vector is updated once per slot.
3.6.4 Initial evaluation of sensitivity with respect to the transmission attempt target

This section evaluates how sensitive the performance of CLTD is with respect to the operating point of the outer loop power control (OLPC) loop. For this purpose we compare the performance when the target number of transmission attempts is 1 with the case where the target number of transmission attempts is 4 (which have been assumed in previous sections).
The gain in transmit power is shown in Figure 17 whereas the increase in received power is at the Node-B in Figure 18. A general conclusion from the figures is that the performance is insensitivity with respect to the number of transmission target attempts. For slowly varying channels the retransmission mechanism does not provide very much additional time diversity. However, for a fast changing channel the retransmission mechanism can provide significant time diversity gains. Hence, in this case the transmit diversity gain is much larger when considering 1 transmission than when considering 4 transmissions since diversity follows the law of diminishing returns. Also, it can be more relevant to evaluate the impact of the target number of transmission attempts when considering realistic algorithms.
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Figure 17: Transmit power reduction when beam forming is used (as compared to the case without transmit diversity) as a function of the codebook size. The legends correspond to different channel models and different operating points of the OLPC.
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Figure 18: Receive power increase when beam forming is used (as compared to the case without transmit diversity) as a function of the codebook size. The legends correspond to different channel models and different number of transmission attempts targets.
4 Conclusions
This contribution have discussed the different design choices associated with closed loop transmit diversity for HSUPA. The following areas were highlighted:
· Pre-coded vs. not pre-coded DPCCH(s): The merits of the respective solutions were discussed. Based on this discussion we are leaning towards a solution where the primary DPCCH is pre-coded with the same pre-coding vector as used for the transmissions of E-DPCCH and E-DPDCH. 

· Node-B vs. UE controlled pre-coding weight selection: We prefer a solution where the network (serving Node-B) controls the pre-coding weights. The algorithms used for determining pre-coding weights can be proprietary and does not need to be specified by the standard.
· Channel sounding: A few options for how channel sounding could be performed were discussed. To ensure that CLTD even though the UE is SHO with a legacy Node-B we believe that it would be preferable if the primary DPCCH rely on the existing structure (channelization code, pilot patterns, etc.). Whether or not the secondary DPCCH should be transmitted on a different code or instead use orthogonal pilot patterns could be further studied in potential study item.  

· Feedback design: As working assumption we believe that the serving Node-B could transmit the pre-coding feedback to the UE on F-DPCH.
· Codebook design: With respect to the codebook evaluation some initial link level results were presented. Based on this evaluation a codebook consisting of 4-8 code words seemed to provide a reasonable trade-off between performance and downlink overhead. It was also observed that a codebook in which the different pre coding weights could have different phase and amplitudes offered an additional gain of approximately 0.5 dB compared to a codebook in which different pre-coding vectors only had different phase. We plan to provide additional analysis on this topic to RAN1#63.
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6 Appendix

Table 6
Link simulation parameters.

	Parameter
	Value

	Physical Channels
	E-DPDCH (ideal decoding), E-DPCCH, DPCCH

	E-DCH TTI [ms]
	2

	Modulation
	QPSK

	TBS [bits]
	2ms TTI: 2020

	Number of physical data channels and spreading factor
	2ms TTI TBS2020: 2xSF2

	20*log10(βed/βc) [dB]
	2ms TTI TBS2020: 9

	20*log10(βec/βc) [dB]
	2ms TTI: 2

	Number of H-ARQ Processes
	2ms TTI: 8

	Target Number of H-ARQ Transmissions
	2ms TTI: 4

	Residual BLER
	1%

	Number of Rx Antennas
	2

	Channel Encoder
	3GPP Release 6 Turbo Encoder

	Turbo Decoder
	Log MAP

	Number of iterations for turbo decoder
	8

	DPCCH Slot Format
	1 (8 Pilot, 2 TPC)

	Channel Estimation
	Ideal

	Path searcher
	Ideal

	Inner Loop Power Control
	ON

	Outer Loop Power Control
	ON – TA_Target = 4

	Inner Loop PC Step Size
	+/- 1 dB

	UL TPC Delay (sent on F-DPCH)
	2 slots

	UL TPC Error Rate (sent on F-DPCH)
	4%

	Propagation Channel
	PA0.1, PA3, VA30

	NodeB Receiver Type
	MMSE Receiver, 2 Rx antennas

	Antenna Imbalance [dB]
	+3, 0, -3

	UE Tx Antenna Correlation
	0, 0.3, 0.7

	UE DTX
	OFF
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� In the case the uplink pilots are pre-coded we will throughout this document refer to DPCCH that utilizes the same pre-coding vector as the other physical channels (except the other DPCCH) as the primary DPCCH. The pre-coding vector that is applied to the primary DPCCH will furthermore be referred to as the primary pre-coding vector. The other DPCCH will be referred to as the secondary DPCCH and the used pre-coding vector will be referred to as the secondary pre-coding vector. 


� Note that if the Node-B receivers make use of both DPCCH(s) then it is necessary to modify the channel estimation.


� Alternatively, to reduce the overhead of the secondary DPCCH the SIR target of the ILPC associated with the secondary DPCCH could use an offset that is signalled to the UE by the network.


� In principle the slot format of the secondary DPCCH could be the same as for the primary DPCCH but with DTX’ed non-pilot symbols. Another option would be to introduce a new DPCCH slot format for the secondary DPCCH.


� Also, if pre-coding weights and TPC commands are time-multiplexed into different F-DPCH slots it may be worthwhile to ensure that the network can transmit both TPC and pre-coding information when the UE has entered DTX/DRX (CPC�).


� The same observations can be made also for other choices of codebook size and pre-coding vector update rates.
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