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1 Introduction
Herein we discuss the remaining issues of the signaling for multiplexing UCI on PUSCH. There has been some confusion on how to implement the “replication” for RI and ACK/NACK, and herein we share our view of the interpretation of the original way forward agreement [1] , as well as how to efficiently implement this.
2 Interpretation of Current Agreement

There has been some confusion on how to interpret “replication” in the agreement of how to encode RI and HARQ-ACK in [1]. At the time of the agreement it was however clear how it should be interpreted, considering that it specifically refers to the “replication” scheme proposed by Nokia and Nokia Siemens Networks in [3] . There should not be any ambiguity about this, considering that at the time this was the only scheme on the table that referred to the name replication. This interpretation was also confirmed in the subsequent meeting in [4]  and [5] .
It should also be emphasized that the replication in question refers to the Rel-8 UCI encoding scheme, which should be replicated on all layers, but using different scrambling sequences. Hence, it is our view that this has already been agreed, and what remains is to determine how to effectively specify this behavior.  
3 A Unified Design

In order to effectively decode (and encode) the design must be unified, in that the fundamental structure should be independent of, for example, the UCI payload size. Hence, the replication behavior and processing chains should be agnostic to the UCI payload. The only dependence on the UCI payload size should be contained in the channel coders, which should be reused from Rel-8.

Proposal

· The same UCI replication processing should be used regardless of the UCI payload size, which should only affect the channel coding

· The channel codes for RI and HARQ-ACK should be reused, as is, from Rel-8
4 Modulation of UCI

There has been some discussion regarding the modulation to use for UCI. A design principle in LTE Rel-8 was to use the same modulation for the UCI and the data to ensure that the modulation and scrambling can be efficiently pipelined in the implementation of the UE hardware, as well as in the demodulation operation at the receiving eNodeB. That is, if a different modulation order, than for data, would be allowed for UCI then the channel interleaver, as well as the modulation and demodulation operation would have to treat UCI bits (in the bit-stream) separately.

Observation

· Using the same modulation for UCI and data enables pipelined implementation of the modulation and scrambling at the UE, and of the demodulation at the eNodeB

· Using the same modulation order for UCI and data is a basic design principle of LTE Rel-8

Note however that for up to 2 bit payloads of RI and HARQ-ACK the channel coder and scrambling is such that the UCI is effectively encoded using only the four corner points of the modulated constellation. Thereby, the UCI symbols with be QPSK like, but are indeed modulated using the modulation alphabet of the data. This is achieved by means of place-holder bits in the channel coder.
Proposal

· Preserve the Rel-8 design principle to have the same modulation order (and alphabet) for both UCI and data

5 Channel Coder and Modulation
It is important to note that the channel coders of the RI and HARQ-ACK depend on the modulation order that is used for the associated data codeword. For example, note that the channel encoder of RI, as well as that for HARQ-ACK, depends on the used modulation in determining
· The codeword length

· The channel code itself changes with the modulation (the insertion of place-holder bits, x, and place-holder repetition bits, y, is affected), see tables 5.2.2.6-1 and 5.2.2.6-2 in [1] 
Observation

· The channel coding for RI and HARQ-ACK depend on the modulation of the UCI, and hence on the modulation of the data codeword

With this in mind, it is necessarily so that there has to be a separate channel coder for the RI and HARQ-ACK on each data codeword, by the mere fact that the channel coder depends on the modulation that may be different for the two codewords.
Proposal

· The RI, as well as the HARQ-ACK, is encoded using a separate channel coder for each of the two data codewords.
Moreover, the channel coding of Rel-8 should be reused to as large extent as possible to maximize the reuse of Rel-8 implementations in UEs and eNodeBs. 
6 Replication across All Layers

In RAN1 #61, it was agreed that HARQ-ACK and RI are to be “replicated across all layers of both codewords”,[1] . To achieve this, there has to be a replication operation, where the encoded RI (or HARQ-ACK) symbols of a codeword is replicated onto the associated layers. 
In case a data codeword is mapped to a single layer, there is no need to replicate the coded symbols further. So, in the following we consider the case when the codeword is mapped to two layers: For this case, the encoded RI and HARQ-ACK codeword should, in line with the agreement, be replicated onto the two associated layers. 

If a per codeword processing schematic, as illustrated in Figure 1, is adopted for the specification and the data codeword is mapped to two layers, then every other coded symbol is in the end mapped to every other layer (in line with the agreement on the extended channel interleaver in [1] ). 
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Figure 1 Illustration of how to implement the UCI multiplexing on PUSCH with a per-codeword schematic. The RI and HARQ-ACK are encoded separately for each data codeword, to match the modulation of each data on each codeword. After channel coding, the coded RI and HARQ-ACK symbols are duplicated in case the data codeword is mapped to two layers. Note, that the channel coding for each codeword is identical to the Rel-8 specification.
Hence, the output of the RI and HARQ-ACK channel coder should be replicated such that every coded symbol is repeated twice. If the output of the Channel Coding (taking RI as example) is   
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where we group bits into coded symbols of 
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bits (eventually corresponding to a modulated symbol), then the output stream of the layer replication should be as
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where the color coding emphasizes that green symbols (every second) will eventually be mapped to the first layer and red symbols to the second layer of the codeword. See also [4]  for an identical interpretation of the replication agreement.
In summary, in order to achieve the agreed replication across all layers, then a “Layer Replication” operation is required after the channel coding that, in case the codeword is mapped to two layers, repeats every coded symbol twice in the encoded UCI bitstream. 
Proposal

· A “Layer Replication” operation is introduced after the channel coding (for each data codeword) that, in case the data codeword is mapped to two layers, repeats every coded symbol twice in the encoded UCI bitstream

Alternatively, a per-layer processing schematic is adopted (contrary to the per-codeword processing schematic depicted in Figure 1) for the specification, in which case a separate channel coder is used for each layer rendering the layer-replication superfluous. The per-layer schematic yields an identical output, but with possibly different scrambling sequences, see [5] for details, or the Appendix below for a short overview. 

7 UCI Receiver Designs
The purpose of the agreed replication was to introduce MIMO signaling, such that each layer sees a replica of the Rel-8 encoded signal (with different scrambling), as to facilitate a maximal reuse of the Rel-8 implementation blocks, as well as design principles. Moreover, for 1 and 2 bit payloads, the special design of the channel coding will ensure that the replicated signal forms a rank 1 MIMO signal, well suited to control signaling with strict BLER requirements.
For an efficient receiver design, the UCI must necessarily be equalized along with the data by means of a frequency domain MIMO receiver, transformed back to the time domain, and next demodulated along with the data symbols. This confirms the necessity of the UCI being modulated with the same modulation as the data. 

The baseline receiver for the replicated UCI thus exploits that each layer sees a replica of the Rel-8 encoded signal, and the Rel-8 receiver (and implementation) can be reused for each layer, and the soft output can be combined to form a joint decision, see illustration in Figure 2.
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Figure 2 Illustration of a baseline receiver of RI and HARQ-ACK 
Another important point is that a single MIMO UCI receiver implementation should be sufficient, why the replication operations of the UCI must be the same regardless of the UCI payload, otherwise the MIMO receiver must adapt to different payload sizes, confirming the conclusions in Section 3.

More advanced receiver designs can, off course, optionally also be implemented. In particular for 1 and 2 bit UCI payload sizes, where a full ML search is conceivable.

8 Conclusion

Herein we have shared our views on how to implement the agreed replication encoding for RI and HARQ-ACK. 

Proposal

· The same UCI replication processing should be used regardless of the UCI payload size, which should only affect the channel coding

· The channel codes for RI and HARQ-ACK should be reused, as is, from Rel-8

· Preserve the Rel-8 design principle to have the same modulation order (and alphabet) for both UCI and data

· The RI, as well as the HARQ-ACK, is encoded using a separate channel coder for each of the two data codeword.

· A “Layer Replication” operation is introduced after the channel coding (for each data codeword) that, in case the data codeword is mapped to two layers, repeats every coded symbol twice in the encoded UCI bitstream

· Alternatively, a per-layer processing schematic, as in Figure 4, is adopted for the specification rendering the “Layer Replication” block superfluous. 
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Appendix
In this appendix we give a short overview of the difference between a per-codeword processing schematic (Figure 3) vs. a per-layer processing schematic (Figure 4). In particular it is emphasized that the output is essentially equivalent, disregarding differences in the scrambling. For more details see [5] 
In Figure 3 the processing of the coded data, CQI, RI, and HARQ-ACK symbols are illustrated for the per-codeword. In the figures a four-layer transmission is shown, and the CQI codeword is multiplexed with the first data codeword. Also to simplify the reading, the coded symbol for each layer has been color coded (green for layer 0, red for layer 1, blue for layer 2, and yellow for layer 3). As can be seen the final output of each layer (each column represents a DFTS-OFDM symbol) the resulting resource mapping is the same in both figures. The only difference is that potentially a different scrambling sequence may have been applied in the two figures. The same conclusion follows analogously for other transmission ranks and CQI to data codeword mappings. 
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Figure 3 Illustrating the PUSCH signaling and UCI multiplexing for a per codeword processing schematic. The output is illustrated in tables, where each column represents a DFTS OFDM symbol, and the different UCI is color coded.
An alternate, near equivalent, design is shown in Figure 4, where a per-layer processing schematic is illustrated, where each layer is processed independently. The replication can then be done completely prior to channel coding, and each layer is next processed independent of the others. In this way the Rel-8 building blocks (and specification) can be maximally reused (since the processing of each layer corresponds exactly to the processing in Rel-8). The output of a per-codeword and a per-layer processing chain is identical, apart from the scrambling operation which is layer-specific in case of a per-layer processing chain.
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Figure 4 Illustration of the PUSCH signaling and UCI multiplexing for a per layer processing schematic. The output is illustrated in tables, where each column represents a DFTS OFDM symbol, and the different UCI is color coded.
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