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Introduction

While reporting system level simulation results, one needs to provide sufficient details on the system modeling and the implementation parameters along with the results to allow for regeneration of the results to promote comparisons. A key block in assessing the system performance is the scheduler block. Different scheduling algorithms can be employed to allocate available resources to the subscribers, and each algorithm may have different throughput and fairness performance. For full-buffer traffic, the proportional fairness algorithm is usually employed [1]. Our focus in this paper is the usage of proportional fairness scheduler in multi-hop relay networks.
Problem description

For cellular networks with no relay nodes, a generic proportional fairness scheduler assigns the priority metric as:
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where, 
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is the supportable data rate at time t, and 
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is a weighted average throughput that can be evaluated by, e.g.,
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with 
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 denoting the latency time scale and the frame duration (in seconds), respectively. 
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 depends on the available resources, CQI of the link and allowed error rate (e.g., depending on the CQI level of the link and allowed error rate, a modulation and coding scheme (MCS) is selected and then the data is transmitted over the available resources with the selected MCS, which in turn determines the instantaneous throughput to the UE). 
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is set to 0 in Equation (1) for unscheduled subscribers. The priority defined in Equation (1) may also include additional term to reflect the delay/latency requirement. After each UE’s priority metric is calculated, the one(s) having the larger metric(s) is (are) allocated resources until all available resources are exhausted.
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Figure 1 Resource allocation example
In the presence of relay nodes, more than one link may need to be scheduled for some packets. Furthermore, the scheduling may be either centralized where eNB schedules all transmission across all links, or distributed in which case a relay node may perform scheduling for the packets it received for its next hop links. One would need to define a baseline proportional fairness scheduler for such different cases in a multi-hop relay system.
Distributed Scheduling in Multihop Relay System

For distributed scheduling, each node schedules the relayed packets for its access links and/or backhaul links. Thus, each node (eNB or RN) runs a per-hop proportional fairness scheduler. Depending on the information that is feedback to the scheduling node regarding the UEs, the allocation sizes may differ. In some cases, a scheduling node may only have access to CQI for the link that it is scheduling. In another case, the scheduling station may have additional feedback from lower hop nodes. We consider two cases below:
Case 1: Only CQI for the access link (or backhaul link) for which the UE is assigned is fed back to the scheduling node. The scheduling node first checks whether the UE will be scheduled on the access link or backhaul link. Next, the scheduling node evaluates 
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based on the CQI of the access link (or backhaul link for a relayed packet). For example, in Figure 2, instantaneous rate for the UE at the first hop and the UE-R at the second hop can be calculated, respectively, as
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where 
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 (the subscript i denote user index) is a weighting factor for UE_R to compensate for the multiple allocation that would be required for relayed UEs. 
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for a relayed UE is calculated based on the allocations done directly by the scheduling node. Thus, 
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for a given UE may differ from one hop to another, e.g., in DL (UL) transmission to (from) a UE-R at the second hop, the eNB (RN) maintains the average throughput of the UE-R based on the backhaul (access) link allocations, while the RN (eNB) maintains the average throughput of the UE-R based on the access (backhaul) link allocations (See Figure 2). For example, for DL shown Figure 2, the eNB evaluates 
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in Equation (2) for UE-R using
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Figure 2 Scheduling example for Case 1
Note that in this case, a RN buffer for a UE may overflow if the capacity of the link from the RN to next hop is lower than that of the backhaul link from previous hop to the RN. Such overflow can be prevented by making a feedback available to the scheduling node regarding next hop’s link quality (e.g., average error rate, CQI, etc.) or regarding the status of RN (e.g., whether or not RN has the resource to schedule the relay packets, buffer sizes, etc). In the following, we assume the case where the scheduling node has the knowledge of the next hop’s CQI:
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Figure 3 Scheduling example for Case 2
Case 2: An occasional CQI feedback for the next hop is available to the scheduling node. For example, in Figure 3, eNB is provided with the CQI of RN-to-UE-R access link at a relatively lower feedback rate, e.g., a long term average of the link quality. In this case, RN or eNB can control the amount of allocations for relayed UEs. In the example in Figure 3, if eNB has the knowledge of the rate 
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 for the access link between the RN and UE_R, a rate-optimal resource allocation (for a total bandwidth of W) could be performed which results in 
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while the rate to UE (direct-hop) equals 
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 where W is the total resource available and 
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 and B denote the rates for of the access link from eNB,  the access link from RN, and backhaul link from eNB, respectively. In comparison to Case 1, we observe that the weighting factor in Equation (3) appears in Case 2 as
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 in their schedulers.
In both cases above, the priority metrics for each UE for the available resource block(s) are calculated as described and then the UE(s) with the larger priority is (are) selected for allocation to the resource block(s). 
Centralized Scheduling in Multihop Relay System

For centralized scheduling, eNB schedules for all access links and backhaul links. In this case, a CQI feedback for the access links and backhaul links should be available to the eNB. This case is similar to the Case 2 of distributed scheduling mode described above, with the exception of relatively more frequent CQI feedback. 

We consider the case depicted in Figure 3. Using the CQI feedback, the eNB first estimates the rate,
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, of access link from RN to UE (e.g., determines the MCS level and MIMO mode of the transmission). For a total bandwidth of W, the instantaneous rates to direct-hop UE and UE_R can be calculated as
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respectively, and used in Equation (2) to compute the average throughput to each UE. Note that the proportional fairness scheduler in this case differs from that of a network with no RNs only in the calculation of priority of relayed UEs. 
Conclusion

Scheduling functions for a multi-hop cellular system may differ from those for a cellular system without relay nodes. The baseline proportional fairness scheduling algorithm for a multi-hop system should be specified in detail to allow vendors to compare solutions for the system level performance analysis. The scheduling may be centralized or distributed, and each scheduling mode requires different feedback and flow control mechanisms.
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