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Introduction 

Coordinated multi-point (CoMP) is being considered as a key enabler of high spectral efficiency requirements set forth by LTE-Advanced in TR 36.913. In [1], a common utility based framework has been proposed to handle downlink cooperative transmission across cells, resource partitioning in heterogeneous deployments as well as UE association in a unified fashion. Key elements of the proposed framework are: 

·    The notion of projected utility which accounts for spectral efficiency, backhaul capacity and latency, channel state information accuracy, UE priority in terms of QoS/fairness as well as UE and network capabilities. Exact definition of projected utility and corresponding algorithms to manage scheduling, resource partitioning and association are being studied. 

·    Real time coordination of scheduling decisions across cooperating cells. As indicated in [1], projected utility calculation based on inter-cell information exchange over the backhaul may not always lead to accurate coordination of scheduling and transmission decisions. This applies, in particular, to WWAN deployments with a generic IP backhaul and/or home eNodeB (HeNB) deployments with the standard consumer backhaul. In such scenarios, over-the-air signalling may be required to achieve efficient real-time scheduling coordination. 
The focus of this contribution is signaling design to support coordinated downlink transmission.   
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Cooperative transmission: scenarios and requirements
In this section, we discuss various forms of inter-cell cooperation and deployment scenarios to motivate requirements for downlink coordination signalling. We start by considering downlink coordinated beam-switching which is a simple form of cooperative beamforming (CB) that has been discussed in e.g. [2]. The core idea is to perform downlink beam sweeping with a pre-defined pattern in every cell. Beam patterns of different cells are synchronized across time/frequency resources (i.e. subframes and/or RBs) and UEs periodically feed back channel quality seen on different resources and therefore corresponding to different combinations of serving and interfering beams. Each cell schedules UEs according to the channel and interference conditions thereby achieving opportunistic beamforming and (spatial) interference avoidance simultaneously. Such an inter-cell cooperation based on a predefined set of beams essentially trades gains of closed loop precoding of the baseline uncoordinated transmission in exchange for spatial interference avoidance gains. Such a tradeoff is not beneficial in the scenarios when only a few UEs are present in a cell and/or bursty traffic patterns. 
·    To leverage spatial coordination gain without losing the gain of closed loop precoding in the scenarios of practical interest, coordinated scheduling should be enabled along with short-term selection of serving beams within every cell based on the set of active UEs, their priorities in terms of QoS and fairness as well as short-term channel conditions.    
We further note that coordinated beam-switching relies upon availability of a timely channel quality feedback from a possibly large number of UEs. The total feedback overhead will be even higher in the presence of resource specific reporting and/or MIMO transmission. Beam variations due to spatial coordination, as well as transmit power variations due to interference coordination in heterogeneous networks can lead to large variations in CQI across different resources. Resource specific reporting is particularly important in these scenarios. The amount of uplink feedback can be reduced substantially in the scenarios where a limited number of UEs are considered for scheduling in the upcoming subframes based on their priority and/or buffer availability.
·    To reduce uplink overhead associated with channel quality reporting, a poll-based reporting should be enabled where a serving cell requests (resource specific) channel quality reports by a sub-set of UEs that are considered for scheduling in the upcoming subframe(s). These channel quality reports should be based on the actual beams to be used by the serving and interfering cells on the reported resources.    
In the above scenarios, cooperation between the cells is limited to opportunistic scheduling of UEs based on favourable channel and interference conditions. While such a simple form of cooperation may be sufficient in some scenarios seen in WWAN deployments with a relatively large number of active UEs and diversity of spatial channel conditions, it will not suffice in many cases of interest. Such situations arise, for example, in WWAN scenarios with only a few active UEs in a cell located in a handover region with adjacent cells. Such UEs will experience poor channel quality most of the time unless there is some cooperation between adjacent cells. The cooperation could take the form of the serving cell choosing an orthogonal beam or simply of reducing its transmit power on some resources in order to improve the SINR of the interfered UE. Note that the cost of cooperation by the adjacent cells may be relatively low especially when these cells are serving UEs with moderate to high C/I.  
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Figure 1: Interference scenarios in CSG

Another example is a HeNB deployment with Closed Subscriber Group (CSG) illustrated in Figure 1. In a typical HeNB deployment, most cells are associated with only a few (typically just one) active UEs.  In this example, UE1 is associated with HeNB1, however, it happens to have a (much) stronger channel to HeNB2 which belongs to a different CSG and is serving UE2. In this case, the throughput-fairness tradeoff can be improved significantly through cooperation between HeNB1 and HeNB2. As in the previous example, cooperation can take the form of HeNB2 choosing a beam that steers away from UE1, or by HeNB2 reducing its transmit power so as to reduce the amount of interference it causes to UE1.  Note that opportunistic cooperation is not efficient in this scenario as UE1 observes low serving C/I conditions most of the time. 
Moreover, in many scenarios of practical interest it is important to enable inter-cell cooperation in a low-latency fashion. A clear example is when the UEs being served see bursty traffic arrivals. Interference coordination on a slow time-scale would lead to very inefficient resource usage and would adversely impact packet latencies experienced by the UEs. Moreover, interference coordination on a slow time-scale would lead to outdated spatial information in medium and high mobility scenarios, in many cases rendering spatial coordination ineffective.
·    To improve throughput/fairness tradeoff and enable efficient cooperation in harsh interference scenarios (e.g. CSG), a low-latency mechanism to request cooperation (appropriate power or beam selection) by neighbour cells is needed.  
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Signaling structure and timeline
The interference coordination described in the previous section may be carried out over a backhaul X2 interface if a sufficiently fast backhaul is available. However, in many scenarios such as the HeNB scenario described previously, the backhaul may be slow or unreliable or may lack an X2 interface. To account for such scenarios, we now describe an over the air (OTA) signalling design that meets requirements outlined in the previous section. The design is illustrated by an example in Figure 2 and the corresponding timeline is shown in Figure 3. We further discuss how various aspects (steps) of this signalling address the aforementioned requirements. Procedures similar to those described in this section may be implemented over a backhaul in cases where a fast and reliable backhaul is available.
For every subframe and a set of time-frequency resources (e.g. a set of RBs of a given subframe), each cell decides on a sub-set of UEs that are tentatively assigned to these resources. In general, this decision can be carried out based on long-term projected utility of a scheduling decision as explained in [1]. Consistent with this decision, each cell can send a request to all or some of the tentatively assigned UEs to deliver Spatial Feedback Information (SFI) to one or more of their dominant interferers as shown in Figure 2(a). Such a request message from the serving cell called SFI-REQ may indicate the target dominant interferers and possibly frequency resources on which a UE is pre-scheduled. Each UE that receives an SFI-REQ subsequently sends SFI to all the target cells indicated in the SFI-REQ as illustrated in Figure 2(b). An SFI report may contain a quantized spatial direction of the channel between the UE and the cell to which SFI is sent, called channel direction information (CDI). This feedback is used by the target cell to cooperatively choose transmit beam (or gate its DL transmission) so that interference to the reporting UEs is suitably reduced. 
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Figure 2: Interference coordination sequence
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Figure 3: Interference coordination timeline
CDI quantization can follow the same general principles as PMI quantization in LTE Rel 8 although higher accuracy will be required (see [3], [4], and [5]). In addition to CDI, a UE may also report a tentative PMI of its serving cell. Such a tentative PMI can be used by the receiving cell to assess interference caused to its own UEs and subsequently refine served UE selection. Performance improvement due to tentative PMI reporting needs to be studied. 

The SFI report may also include utility (e.g. quantized projected utility or a short-term projected utility relative to a long-term projected utility updated over the backhaul) associated with the tentative assignment for the target cell to assess the utility of “yielding” to this particular UE versus yielding to other UE(s) and/or choosing not to cooperate with the received request by choosing to use a non-cooperative beam to serve its own UEs. 
Upon reception of SFI from neighbouring UEs, the receiving eNBs can refine their scheduling decisions and make final transmit power and beam decisions for the target subframe. These decisions need to be reflected in C/I measurements performed subsequently by the UEs that are considered for scheduling and reported by these UEs to their serving cells. To this end, each cell transmits a reference signal which reflects transmit p.s.d. level and beam direction to be used on a corresponding set of resources on which a DL transmission with these p.s.d. and beam direction will take place in the target subframe. We refer to this reference signal as a Resource Quality Indication Reference Signal (RQI-RS) as it is used to measure channel quality observed by a UE on a specific set of resources. Such a RQI-RS could consist of a small set of REs associated with a resource unit in every subframe and is used to measure signal and interference (plus noise) energy (covariance matrix across multiple receive antennas) corresponding to this resource unit.  A suitable choice of resource unit depends on the desired granularity of interference coordination, e.g., 1.08MHz or 5MHz. Note that all cells broadcast RQI-RS for all resource units on the same set or resource specific REs and use different cell specific scrambling. This way, a UE can measure the signal component by using its serving cell scrambling code and it treats the remaining energy as interference plus noise.  It should be appreciated that such a design allows for a fairly accurate measurement of resource specific channel conditions with a small overhead (on the order of 1%) depending on the desired resource granularity.
Concurrently with transmitting RQI-RS, each cell can send a request to send Resource Quality Indication (RQI-REQ) to a pre-selected set of UEs. The RQI-REQ message identifies UE(s) that are expected to report Resource Quality Indication (RQI) corresponding to a resource unit indicated in RQI-REQ. Note that the set of UEs targeted by RQI-REQ may differ from the initial set of tentatively scheduled UEs as it is refined based on SFIs received from UEs in neighbour cells. Each UE that receives RQI-REQ for a set of resources reports (short-term) channel quality corresponding to this set of resources based on the corresponding RQI-RS. A cell may request multiple UEs to report RQI corresponding to the same resources so it can make opportunistic scheduling decision based on multiple reports. 
In the example shown in Figure 2, Cell1 and Cell2 tentatively choose UE1.1 and UE2.1 and send SFI-REQ accordingly. Assume that the utility level indicated in the SFI-REQ of Cell1 exceeds the utility level indicated in the SFI-REQ of Cell2. Hence upon reception of SFI from UE1.1, Cell2 yields to Cell1 based on comparison of the sent/received priorities and likewise Cell1 does not yield to Cell2. Consequently, Cell1 chooses a beam direction towards UE1.1 and transmits RQI-RS accordingly while transmitting RQI-REQ to UE1.1. Conversely, Cell2 may decide to schedule UE2.2 which is not affected by interference from Cell1, rather than the initially selected UE2.1. Hence Cell2 chooses a transmit beam that suitably trades between interference reduction to UE1.1 and precoding gain to the served UE2.2 wherein a suitable tradeoff can be established based on projected utilities of the corresponding scheduling decisions. At the same time, Cell2 sends RQI-REQ to UE2.2. Upon reception of RQI reports from UE1.1 and UE2.2, Cell1 and Cell2 make respective scheduling decisions and MCS selection subject to the reported channel quality and issue DL grants accordingly. 
The procedure described here can also be applied to the case where each cell contains only a single transmit antenna. In this case, the response of a cell receiving the SFI will be limited to a change of the transmit power based on the utility information contained in the SFI. The cell receiving the SFI may choose not to schedule its own UE (or schedule it at a lower power) is the utility gain indicated in the received SFI is higher than the utility obtained by scheduling this UE. Alternatively, if the utility of scheduling its own UE is higher, the cell may choose to ignore the receiving SFI. In some cases, the SFI may ask the interfering cell to reduce transmit power even if it does have multiple transmit antennas. This will be the case, for example, in a high mobility scenario, where the latency of delivering the SFI may render a preferred beam direction meaningless.
4


Discussion

According to an example timeline shown in Figure 3, there is 2-4 subframe spacing between the consecutive steps thereby allowing sufficient processing time at both ends of the link, with the total delay of 8-16 subframes between the initial (tentative) assignment and grant/data (PDSCH) transmission. Note, however, that SFI-REQ and SFI transmission can be avoided in an opportunistic scheduling setup when cooperation is limited to interference-aware scheduling by a serving cell. This approach may be adequate in WWAN deployment scenarios when the number of active UEs is relatively large and hence opportunistic scheduling may offer a significant fraction of cooperation gain and avoiding the extra overhead of SFI-REQ/SFI is desirable. In this case, the overall delay of interference aware scheduling is limited to 4-8 subframes. However, SFI based coordination will be dependable in scenarios with harsh interference conditions (e.g. CSG) and with a limited number of active UEs where the lack of multi-user diversity along with the presence of strong dominant interferers calls for explicit interference mitigation by the transmitter. SFI based coordination may also help high mobility UEs as it allows for silencing a dominant interferer which is the only mechanism of interference reduction in high mobility scenarios. 

Also, as mentioned previously, interference coordination may be carried out over the backhaul X2 interface in cases when the backhaul is reliable and an X2 interface is available. In this case, the CDI of the target (interfering) cells may be reported to the serving cell over-the-air and forwarded to the target cells over the backhaul. CDI transmission to the serving cell may be poll based (e.g. following SFI-REQ) or based on periodic reports in the case of low mobility and/or correlated transmit antennas. In such cases, the overhead of SFI-REQ and SFI signalling can also be avoided.  Over-the-air SFI transmission to the target is desirable in the cases of insufficient backhaul provisioning for inter-node control such as HeNB deployments. Note that the overall uplink overhead will be less of a concern in such scenarios due to a limited number of active UEs.  
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Initial assessment of system performance

As explained in section 2, inter-cell interference coordination may yield substantial fairness gains in HeNB deployments where severe interference conditions may arise due to restricted access. To illustrate performance gains achievable due to interference coordination, we provide simulations results corresponding to the following scenarios:

·    Simulations of interference coordination through cooperative beamforming with full buffer traffic model. This study is described in the appendix of this document and shows a possibility of up to 90% throughput gain for the 10% worst UEs at the expense of a moderate (<25%) throughput reduction for high-rate UEs.  
·    Simulations for interference coordination for bursty traffic models in a HeNB deployment. These simulation results can be found in [9]. The results show that depending on the loading of the network, we can obtain more than a two-fold gain both in the user rate and the user delay for the 5% worst UEs. 
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Conclusions

In this contribution, we motivated the need for various UE reports and corresponding requests by the serving cell to enable efficient interference coordination in various deployment scenarios. At minimum, RQI-RS and poll based RQI reporting to the serving cell should be implemented to enable opportunistic spatial interference avoidance and accurate rate prediction across a broad range of deployment scenarios. Additionally, explicit over-the-air cooperation request sent by UEs to their potential (dominant) interferers allows for substantial gains in some deployment scenarios such as CSG HeNB deployments. The proposed design offers flexibility of enabling various reports thereby trading off between CoMP gains and the amount of control overhead depending on deployment scenario. 

We recommend RAN1 to consider the above mentioned enhancements as part of the CoMP evaluation effort.        
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Appendix

In this section, we describe simulation setup and present results highlighting fairness gains achievable due to spatial interference coordination in HeNB deployments. We make use of HeNB deployment model described in [7]-[8] with a single building in every drop. We assume that each apartment contain a HeNB and an associated UE with a probability of 20% in any drop. All UEs are equipped with two receive antennas and we consider the cases of two and four transmit antennas at each HeNB. We consider frequency flat Rayleigh i.i.d. fading across all transmit/receive antennas and independent block fading in time. Specifically, the channel fade remains constant throughput every instance of the spatial coordination timeline (as shown in Figure 3) however it changes in i.i.d. fashion across the instances. This modelling provides an accurate assessment of the long-term throughput in HeNB deployments where coordination latency (16ms in this example) would not affect coordination accuracy given low UE mobility in HeNB deployments. The UE makes use of a spatial MMSE MIMO receiver. The resulting spectral efficiency is computed as 64QAM information rate while implementation losses are modelled by a 3dB gap to capacity. No overhead is accounted for in spectral efficiency calculation. 

The baseline results correspond to a conventional single-cell scheduling without interference coordination. Specifically, every active HeNB schedules its UE at every scheduling instance via eigen-beamforming with equal power distribution across layers and rank selection based on the maximum spectral efficiency.
In the presence of interference coordination, we follow the timeline shown in Figure 3 wherein decisions to issue spatial coordination requests (SFI) as well as subsequent scheduling decisions are carried out based on the notion of the serving utility. Throughout this study, local utility of serving a particular UE is defined according to the long-term proportional fairness, hence as ratio of the predicted instantaneous spectral efficiency to the total amount of data served so far to the UE. Likewise, cumulative utility of simultaneously serving multiple UEs by their serving HeNBs is defined as a sum of the respective local utilities. The entire coordination process is carried out in three steps explained below. 

1.    Every HeNB decides on the need for spatial coordination based on short-term channel and long-term interference of the served UE. Serving HeNB will issue SFI-REQ to a UE targeting a number of interfering HeNBs in the order of dominance whenever the utility of serving this UE corresponding to reduced interference with rank-one transmission exceeds the utility of the rank-two (MIMO) transmission. A UE that receives SFI-REQ targeting one or more HeNBs sends SFI to these HeNBs. Each SFI request carries tentative PMI for the DL transmission of the originating HeNB, a spatial direction (CDI) from the UE to the target HeNB and additional information needed to access the impact of interfering beam on the local utility of the UE. An example of such information would be the target C/I of the UE as well as the value of target interference level. The maximum number of SFI per UE will be chosen 1, 2 and 3. A UE can only send SFI to HeNB whose long-term DL strength is within 10dB from the serving HeNB.      
2.    Upon reception of SFIs from neighbour UEs, each HeNB performs a pairwise comparison of local utilities carried in SFIs with its own local utility. HeNB grants every SFI whose local utility that exceeds its own. The implications of such a grant are two-fold: (a) HeNB accounts for CDI contained in every granted SFI when calculating candidate transmit beams and (b) HeNB chooses a beam based on the maximum cumulative utility including its served UE and neighbour users whose SFIs are granted. A HeNB that does not receive any SFI or grants none of the received SFIs makes use eigen-beamforming (EBF).  Alternatively, a HeNB that receives one or more SFIs will consider two additional transmit options:

a. Coordinated silencing (CS): no transmission by the serving HeNB for the sake of interfered UEs.

b. Signal-to-leakage ratio (SLR) beamforming: for every (MIMO) stream of the served UE, we find a beam that maximizes the ratio of the energy received along the eigen-direction of the corresponding stream to the sum of interference energies observed at the interfered UEs along the CDI information weighted by inverses of their signal strength.   
As explained in the above paragraph, a HeNB chooses between EBF, CS and SLR transmission based on the maximum cumulative utility across all neighbour UEs with granted SFIs are the served UE.  Each HeNB also decides on the set of UEs to be polled (via RQI-REQ) to feed back RQI subject to a constraint on the number of RQI-REQ and RQI messages. The set of UEs polled for RQI is chosen among all the UEs associated with the HeNB based on the maximum local utility subject to the chosen transmission scheme of the HeNB as well as the anticipated interference based on tentative PMIs reported in the granted SFI messages and long-term interference from all HeNBs whose SFIs are not received or not granted. In this simulation setting, only one UE is associated with every node hence the number of RQIs is set to one. Finally, each HeNB transmits RQI-RS consistent with the selected transmission strategy and issues RQI-REQ.   

3.    The final UE and MCS selection is based on RQI reports that reflect accurate C/I for all UEs that have been polled and based on regular CQI reports for the remaining UEs. In this simulation, HeNB schedules its only UE unless CS is chosen.  

In Figure 4, we plot long-term C/I distribution with different number of dominant interferes removed. In the absence of interference coordination (all interferes present), around 10% of UEs see C/I below -7.5dB. Removal of the main dominant interferer only (e.g. one SFI per UE) can improve the 5% tail by around 7.5dB while allowing for up to 3 SFIs per UE yields over 17dB of potential improvement in the tail value. Hence spatial interference coordination suggests possibility of a substantial improvement in tail throughput of HeNB deployments.   
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Figure 4: Long-term C/I distribution with 0, 1, 2 and 3 dominant interferers removed.
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Figure 5: Spectral efficiency per UE with different settings of SFI reports per UE.

Cumulative distribution of UE throughputs with the baseline (uncoordinated) scheduling and spatial coordination with different constraint on the maximum number of SFI per UE is shown in Figure 5 for the case of 2 (left-hand side) and 4 (right-hand side) transmit antennas at HeNB respectively. Note that spatial coordination with up to 3 SFIs per UE allows for approximately 90% and 80% gain in the 10% tail spectral efficiency over the baseline at the expense of a moderate loss in the region of high spectral efficiencies, namely within around 25%  and 12%,  in the case of 2 and 4 transmit antennas respectively. Figure 6 shows relative frequency of different transmit beamforming strategies for 2 (left-hand side) and 4 (right-hand side) transmit antennas respectively. Note that the baseline always makes use of eigen-beamforming while coordinated transmission resorts to SLR beamforming and infrequently to cooperative silencing. The total number of SLR and CS occurrences corresponds to the instances where HeNB grants one or more SFIs received from UEs in the neighbour cells. Also, cooperative silencing almost never occurs in the case of 4 transmit antennas per HeNB as there is enough degrees of freedom to accommodate transmit interference nulling to the neighbours and MIMO transmission to the served UE. 
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Figure 6: Relative frequency of transmission techniques: CS, EBF and SLR.
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Figure 7: Relative frequency of different rank values.
Figure 7 shows relative frequency of rank values observed in the above simulations. Note that spatial coordination with possibly more than 1 SFI per UE yields a slight decline in rank values with 2 transmit antennas per UE mainly caused by spatial constraints enforced by SFIs. Alternatively, spatial coordination yields increase in rank when the number of transmit antennas equals to 4. This is due to the ability of granting HeNBs to accommodate neighbour’s SFIs along with rank 2 transmissions to the served UEs on one hand and offer higher rank values more often to the UEs that issue SFIs.       
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