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1. Introduction

The power control formula for PUSCH is outlined below [1]:
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where,

· 
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 is the maximum allowed power (in dBm) that depends on the UE power class

· M is the number of assigned resource blocks as indicated in the UL scheduling grant

· 
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 is a UE specific parameter (in dBm) with 1 dB resolution

· 
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 is cell specific path loss compensation factor (can be set to one to allow full path loss compensation) that has 8 values from 0.4 to 1 in steps of 0.1 with one of the possible values being zero.

· PL is the downlink pathloss (in dB) calculated in the UE from a RSRP measurement and signaled RS transmit power

· 
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 is signaled (in dB) by RRC (
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 table entries can be set to zero)

· MCS signaled in each UL scheduling grant

· 
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 is a UE specific correction value (in dB) and is defined differently dependent on scheduling as given by:

· Scheduled

· 
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 is included in every (Nth ,where N can be 1)UL scheduling grant.
· Function 
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 signaled via higher layers

· 
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 represents either accumulation or current absolute value

· Not scheduled

· 
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 is included in each DL scheduling assignment or jointly coded with other UE specific correction values on a TPC PDCCH

· The UE attempts to detect a TPC PDCCH and a DL scheduling frame on every subframe except when in DRX.

· The 
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 from a DL scheduling assignment overrides any command from a TPC PDCCH when both are received in a given subframe.
· Function 
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 represents accumulation only
Note that we modified the rate at which 
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is transmitted to allow it to be every Nth grant, where N can be 1.
The main remaining issues were as follows:
· on PUSCH power control (exact parameter values, absolute/accumulated UE specific correction value)

· on PUCCH power control (detailed coding scheme for PC bits, exact parameter values)

· and on persistent scheduling (how to set offset value to PUCCH)

· description of UE and eNB behavior in 36.213

In a companion contribution for this meeting [2] we presented a description of UE and eNB behavior in 36.213. There remain some open issues that we address in this contribution:
· The format of the two bits used for the TPC command, delta_i, for both absolute/accumulated control modes.
· The method for generating and timing of power control corrections

· Whether accumulated or absolute values should preferably be used for corrections, i.e. f(delta_i)
2. Discussion of parameters for power control for PUSCH

3.1 TPC command format
For accumulated control it was agreed to use two bits with the following format: [x1, x2, x3, +3] dB. Various proposed formats are these:
· Format A: [-3, -1, 1, 3 ] InterDigital
· Format B: [-1, 0,  +1, +3] Ericsson, Alcatel-Lucent
· Format C: [-3, -0.5, 0.5, 3] Qualcomm
For absolute control both three and four bits were proposed. We will evaluate these two alternative formats:

· Format D: 4 bits [-15, -13,…, 13, 15 ] 
· Format E: 3 bits [-13, -9, -5, -1, 1, 5, 9, 13]
3.2 Method for generating and timing of power control corrections

3.2.1 Timing of closed loop corrections

To reduce the signaling overhead of the power correction command, the correction command signaling is not required in every UL grant (and every DL scheduling, if used). Assuming that there exist multiple DL control formats, we can reduce the signaling overhead by applying the following rules:
· A correction command signaling timing is configured at the eNodeB (or on a RRC level) per UE basis and is then known at both the eNodeB and the UE via higher layer signaling.  

· When the correction command is signaled in the UL grant, assuming that UL HARQ is synchronous, the signaling timing configuration can be simplified such that the command signaling is done in particular UL grants such as the UL grant associated with a pre-defined HARQ process, say, HARQ process #1. However, even in this case it is not necessary to signal the correction commands in all the associated UL grant channels. For example, the signaling may occur in every N associated grant channel for N >= 1, which would be equivalent to one command signaling in every N HARQ cycle period. 
When the UE receives a power correction command from the serving eNodeB in a UL grant since the last Tx power adjustment, it then adjusts the transmit power of the data channel using the TPC command, the most recent open loop power, and a power offset associated with the granted MCS, delta_mcs. The resulting Tx power is applied to the very beginning (first SC-FDMA symbol) of the next UL TTI for the data channel and remain constant, except for open-loop corrections, until the next power adjustment.
Figure 1 shows an example of the proposed PC scheme when the PC correction command is conveyed in the UL grant associated with HARQ process #1 and N is set to 2. In this example, the PC update rate is 8 msec, assuming the number of HARQ processes is 4 and the inter-TTI is equal to 1.   
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Figure 1. Example of the proposed scheme when the PC correction command is conveyed only in the UL grant associated with HARQ process #1 and N is set to 2.
3.2.2 Method for generating power control corrections

Assuming first absolute control, the correction factor may be determined by the eNodeB such as
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where ESINRest and SINRTarget denote the effective SINR (ESINR) estimate at the receiver and target SINR, respectively, of the power controlled channel(s) in dB. [x] denotes a correction value in the correction set which is nearest to x. The observed samples at the eNodeB for the ESINR estimation include (some of or all) SC-FDMA symbols of the UL power controlled channel(s), which have been received over an averaging window. Because slow power control is to be used, a linear block average (BA) since the last correction command signaling may be used when commands are sent infrequently, or a moving average (MA) over a suitable window may be used when updates are sent in every grant.   

Next, for accumulated control, the eNodeB sends a command every N grants, where N can be 1. Assuming block averaging is used, the command can be derived as follows:


For each reception from the UE, the eNodeB computes an error given by
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where 
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ESINR

is the effective SINR in dB for the kth reception since the last command was sent. The eNodeB computes a linear block average over M receptions during N intervals:
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The command sent is obtained as
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If the command is sent frequently, e.g. every grant, then a moving average over a window M can be used instead of a BA.
3. Simulation Results
We here evaluate the performance of the combined open loop and aperiodic PC scheme. Several issues are addressed:

· The three different 2-bit formats for accumulated control

· The two different formats, 3 and 4 bits, for absolute control

· The sensitivity to power control command update rate and associated averaging methods

· Comparison of accumulated vs. absolute control.
The simulation assumptions are in Appendix A. We simulated combined open and closed loop power control without fractional power control or any inter-cell correction. The UEs were randomly placed in cells with a fixed, random shadow loss but with time-varying fading over 2000 TTIs. Both random static open loop errors (+/- 9 dB) and random dynamic measurement errors (+/- 3 dB) are considered. We also considered three update rates: 
· 1 kHz (every TTI)

· 100 Hz where N = 10 TTIs

· 20 Hz where N = 50 TTIs.

In all cases the SINR is averaged by the eNodeB over N TTIs; BA is used when updates occur every N TTI while MA is used when updates occur every TTI but with different averaging windows of size N. Thus the same amount of averaging is done when commands are sent every grant or every N grants.
A summary of the average cell spectral efficiencies for the cases considered are given in Table 1 for accumulation control and Table 2 for absolute control.
3.3 Formats for accumulated control

Plots of the average cell throughputs for the three accumulation formats are shown in Figure 3 for two values of averaging window, N, and two speeds, 3 and 30 km/hr, where TPC commands are sent in each grant. Figure 3 shows similar results where TPC updates are sent every N grants, using a corresponding BA.

These observations can be made:

· For the case of updates in each grant, Format B provides higher average TP than the other two formats, which perform comparably

· For the case of updates in every N grants, all three formats perform comparably

Table 1. System evaluation results for accumulation PUSCH control
	Average cell spectral efficiency (bps/Hz/cell)

	V = 3 km/hr

	
	Format A                  [-3, -1, 1, 3 ]
	Format B                  [-1, 0,  +1, +3]
	Format C                  [-3, -0.5, 0.5, 3]

	N = 10
Block Average
	1.06
	1.05
	1.05

	N = 50
Block Average
	1.05
	1.05
	1.05

	N = 10
Moving Average
	1.02
	1.06
	1.02

	N = 50
Moving Average
	1.01
	1.03
	1.01

	V = 30 km/hr

	N = 10
Block Average
	0.95
	0.94
	0.95

	N = 50
Block Average
	0.94
	0.94
	0.95

	N = 10
Moving Average 
	0.93
	0.94
	0.92

	N = 50
Moving Average
	0.90
	0.93
	0.91


Table 2. System evaluation results for absolute PUSCH control
	Average cell spectral efficiency (bps/Hz/cell)

	V = 3 km/hr

	
	Format D

[-15, -13,…, 13, 15 ]
	Format E                  
[-13, -9, -5, -1, 1, 5, 9, 13]



	N = 10
Block Average 
	1.04
	1.05

	N = 50
Block Average
	1.02
	1.02

	N = 10
Moving Average 
	1.13
	1.13

	N = 50
Moving Average
	1.13
	1.14

	V = 30 km/hr

	N = 10
Block Average 
	0.92
	0.93

	N = 50
Block Average
	0.91
	0.91

	N = 10
Moving Average 
	1.02
	1.01

	N = 50
Moving Average
	1.00
	1.01
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Figure 2. Comparison of 2 bit formats for accumulated control, update every grant
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Figure 3. Comparison of 2 bit formats for accumulated control, update every N grants
Next we compare the performance of the three formats with updates in each grant or every Nth grant. We see that updating every N grants results in better performance in every case considered, except Format B when N = 10 at 3 km/hr. For example Figure 4 shows a comparison for Format A.
Thus, sending updates slowly not only reduces signaling overhead but also improves cell TP. We suspect that this is due to unnecessary variations in the transmitted power level due to the excessively frequent TPC commands. When the UE uses too much power, it raises the interference to other UEs and reduces their TPs. Conversely, when the UE uses too little power, its own TP suffers. Format B, which can send a 0 dB command, may suppress this effect somewhat at slow speeds.
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Figure 4. Throughput comparison of accumulation control sent each grant (MA) and every Nth grant (BA), for Format A
3.4 Formats for absolute control

Plots of the average cell throughputs for the two accumulation formats are shown in Figure 3 for two values of averaging window, N, and two speeds, 3 and 30 km/hr, where TPC commands are sent in each grant. Figure 7 shows similar results where TPC updates are sent every N grants, using a corresponding BA.

These observations can be made:

· For the case of updates in each grant, both formats perform comparably, with a slight advantage to the 3-bit format with N = 50 TTIs.
· For the case of updates in every Nth grant, both formats perform comparably, with a slight advantage to the 3-bit format with N = 10 TTIs.

· For both formats the performance sending commands in each TTI is superior to sending commands every N TTIs, as shown in Figure 7.
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Figure 5. Comparison of 3 and 4 bit formats for absolute control, update every grant
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Figure 6. Throughput comparison of absolute control sent each grant (MA) and every Nth grant (BA), for Format E
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Figure 7. Comparison of 3 and 4 bit formats for absolute control, update every N grants
3.5 Comparison of absolute and accumulated power control
Absolute control sending TPC commands every grant performs better than accumulation control sending commands every Nth grant, as shown in Figure 8. However, there is a large overhead penalty for sending absolute commands every grant. When one compares the performance of absolute and accumulation control sending commands every N grants, as in Figure 9, then one sees that accumulation control is preferable to absolute control.
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Figure 8. Throughput comparison of absolute control (Format D) sent each grant (MA), and accumulation control (Format A) sent every Nth grant (BA)
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Figure 9. Throughput comparison of absolute control (Format E) and accumulation control (Format A), both sent every Nth grant (BA)
4. Conclusions and recommendations
In this contribution we showed simulation results which considered these issues 
· The three different 2-bit formats for accumulated control

· The two different formats, 3 and 4 bits, for absolute control

· The sensitivity to power control command update rate and associated averaging methods

· Comparison of accumulated vs. absolute control.

Based on the results we can draw these conclusions:

· For the case of accumulated control 

· All three formats perform comparably with updates in every Nth grant, 

· With updates in each grant, Format B [-1, 0,  +1, +3] provides higher average TP than the other two formats, which perform comparably

· Sending updates slowly in every Nth grant not only reduces signaling overhead but also improves cell TP.

· For the case of absolute control 

· Both formats perform comparably both for the cases of updates in each grant and in every Nth grant, with a slight advantage to the 3-bit format.
· For both formats the performance sending commands in each TTI is superior to sending commands every N TTIs

· Comparing absolute and accumulated control 

· Absolute control sending TPC commands every grant performs better than accumulation control sending commands every Nth grant
· However, there is a large overhead penalty for sending absolute commands every grant. 

· Accumulation control is preferable to absolute control when sending commands every N grants.

From these conclusions we make the following tentative recommendations:
· For the case of accumulated control use 2-bit Format B [-1, 0,  +1, +3]
· For the case of absolute control use 3-bit Format E: [-13, -9, -5, -1, 1, 5, 9, 13]

· In both cases send TPC commands infrequently, e.g. at 20-100 Hz, not in each scheduling grant, to both reduce downlink signaling overhead and improve performance 
· Use accumulated power control instead of absolute control because, with the recommended slow update rates, accumulated control performs better than absolute control and has lower overhead.
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Appendix

A. Simulation Assumptions

A summary of system level simulation assumptions is given in Table A-1. They are generally aligned with the assumptions in [5]. We assume that a full buffer traffic model is considered with fully loaded cells (e.g., 10 UEs use all the available RBs and all transmit at the same time). The UEs are randomly located in each cell and are stationary throughout the simulation time frame for 2000 TTIs. Each UE updates its Tx PSD every 18 TTIs or 6 TTIs. In each TTI their static pathloss is modified by fading using a SCM-C multipath model.
Table A-1. Simulation Assumptions for Uplink Power Control

	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Cellular Radius
	167m (500m Inter-Site Distance)

	Distance-dependent path loss
	L=I + 37.6log10(.R), R in kilometers

I=128.1 – 2GHz

	Shadowing fading
	Log-normal, 8 dB standard deviation

	Penetration Loss  
	20dB

	PLx-tile
	118 dB 

	Balancing factor, 
	0

	Channel model
	SCM-C, 3, 30km/h

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	User distribution 
	Uniformly dropped 10 UEs per sector



	BS Antenna Gain plus cable loss
	15 dBi

	Carrier Frequency
	2.0GHz

	Spectrum allocation
	10 MHz (50 RBs per sector) , 5 RBs per UE

	Minimum distance between UE and cell
	>= 35 meters

	Maximum UE TX power including PAPR backoff
	24 dBm

	UE Traffic
	Full Buffer

	Noise Figure
	5dB

	AMC
	ON

	Coding
	Release 6 Turbo Coding

	HARQ
	Chase combining (synchronous)

	Scheduling
	Round Robin

	Frequency reuse factor
	1, 3

	CQI processing delay 
	Processing delay of 3 subframe

	Overhead Channels
	4 symbols per subframe (29%)

	Data Channels
	10 symbols per subframe

	Resource Block Carrier Allocation
	Localized

	Channel Estimation Error
	Ideal

	Inter-cell Interference Modeling
	UL: Explicit modeling (all 56 interfering cells or 19 interfering cells)

	SC-FDMA Receiver
	LMMSE with 2 Rx antenna Diversity


The PC simulation uses three HARQ processes (one HARQ in 1 msec TTI). For each HARQ process, the SINR is computed using the methodology used in [2, 3]. The computed SINR is used to select the AMC set that is applied 3 TTIs later. The SINR in that TTI is computed and along with the MCS is used to estimate the BLER from link-level simulations with AWGN. A random number is then drawn to determine ACK/NACK. If a NACK occurs, Chase combining is used for subsequent iterations and a combined SINR is obtained. 

The CQI table is shown in table 2. The entries were based on simulations with ideal channel estimation. The highest data rate (16QAM & r = 5/6) corresponds to an SNR >11.8 dB. In our simulation we assigned a TBS size based on 64 subcarriers per UE, slightly more than 5 RBs. Therefore the maximum data rate for a SIMO UE is 2.56 Mbps

Table A-2. AMC sets

	CQI

Index
	0
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10

	MCS
	QPSK, 1/9
	QPSK, 1/6
	QPSK, 1/3
	QPSK, ½
	QPSK,  5/8
	QPSK, 3/4
	QPSK,  5/6
	16QM,    1/2
	16QM,  5/8
	16QAM, 3/4
	16QAM, 5/6

	ESINR (dB)
	[-inf      -4.1]
	[-4.0         -1.1]
	[-1.0 1.0]
	[1.1 2.6]
	[2.7   4.3]
	[4.3 5.3]
	[5.4    6.7]
	[6.8  8.3]
	[8.4 10.2]
	[10.3 11.8]
	[11.9 inf]
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