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1 Introduction

In the RAN1#49 meeting in Kobe, the following issues for the P-BCH structure were raised for a decision in a next meeting:
· Number of P-BCH Transmission bursts within 40ms: 2 or  4

· Mapping of P-BCH bits onto transmission bursts: all bits in each burst or all bits spread over all bursts
In this contribution, we present our views on the basic P-BCH design including the above aspects, and propose a transmission structure for 40 ms TTI boundary detection: 
· Constant cyclic shift of the P-BCH code block between bursts with 10 ms  scrambling
The proposal significantly reduces the soft-buffer memory requirement and detection complexity at the UE receiver, while achieving the effect of 40 ms scrambling.
2 P-BCH structure
Basic numerology 

We first summarize our views on the basic numerology and design for the P-BCH:

· 4 bursts per 40 ms P-BCH TTI (in subframe #0 of each frame)
· The 4 bursts transmission enables the UE to detect the 40 ms TTI boundary right after a successful cell search only if each burst is self-decodable. Note that this is not always guaranteed in case of sending 2 bursts within the 40 ms TTI since a P-BCH burst may not exist in the frame where the cell search has been successfully completed. Also, the transmission of 4 bursts gives larger time diversity gain

· All code bits in each burst, meaning that each burst is self-decodable

· With self-decodable bursts, the P-BCH TTI detection can be made for any burst, as explained above.

· Chase-combining type transmission

· Since the code rate of each burst is to be much lower than the mother code rate 1/3, there should be no noticeable performance difference between the chase-combing and IR transmission methods.

· Bit-level scrambling with 10 ms  period scrambling code
· When the 10 ms period scrambling is combined with code bit shifts between bursts, it leads to significantly smaller soft-buffer memory and lower detection complexity compared to the conventional 40 ms period scrambling approaches, as it is explained in the next section. It should be noted that the 10 ms period scrambling combined with the code bit shift gives the same processing gain obtained with 40 ms period scrambling approaches. This is because a given code symbol contained in all the bursts is multiplied with a different chip of the 10 ms scrambling code due to the bit shift between bursts. The results in [1] clearly show that the two approaches provide the same performance.
Structure for 40 ms TTI boundary detection

Figure 1 shows the proposed transmission structure. A constant cyclic shift is applied between bursts for the P-BCH code blocks output after channel coding, rate matching and channel interleaving. The channel interleaving pattern is identical for all bursts. 
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Figure 1: Transmission structure for the constant cyclic shift scheme
An example of the cyclic shift operation is illustrated in Figure 2. It is assumed that the code block size of each burst is 240 bits (c1~c240) for the illustration purpose. The cyclic shift of 60 bits is applied between the bursts and this makes bursts of the same number in different TTIs to have the same cyclic shift offset. Since the cyclic shift places a code symbol on different positions between the 4 bursts in a TTI, the effect of 40 ms period scrambling is achieved.
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Figure 2: Constant cyclic shift between bursts
In order to detect the 40 ms TTI boundary, the UE performs hypothesis testing for the four possible cyclic shift values whenever a burst is received. For example, let’s assume that right after completing the cell search for SCH, the UE receives a code burst belonging to the 3rd frame in a TTI, which is frame#(n+2) in Figure 2. Then, the P-BCH decoding can succeed in the case of hypothesis testing that the cyclic shift of “120” to the left is applied to the received burst and then the burst is input to the channel decoder. The decoding will fail for the other hypotheses which correspond to different cyclic shift values.

When decoding failure occurs, e.g., due to low SNR of the 1st received burst, the burst is stored in the soft-buffer. The burst received in the next frame is soft-combined with the previously stored burst, after it is descrambled by the 10 ms period scrambling code and the cyclic shift of 60 to the left is applied in order to align the code symbol positions with the previously stored burst. Since the same amount of cyclic shift is applied between the bursts transmitted in consecutive frames, which is 60 in Figure 2, the UE can safely combine the current and previously stored bursts without assuming any timing hypothesis. Also, because the cyclic shift applied at the transmitter before scrambling is different between consecutive bursts, the processing gain of 2 is achieved by combining the 1st and 2nd received burst. 
For the proposed structure, the benefits of smaller soft-buffer memory requirement and lower detection complexity at the UE receiver are obtained due to the fact that:
· Descrambling occurs just once for each of the received burst
· In case of the 40 ms scrambling approach, four descrambling operations should be performed for the four timing hypotheses, respectively
· Just a single soft-buffer for all the four hypotheses suffices in case that the P-BCH content changes semi-statically or does not change, e.g., in case that SFN is not carried on P-BCH
· In case of the 40 ms scrambling approach, four separate soft-buffers and four combining operations are required for the four hypotheses, respectively.
· Even when the P-BCH content changes 40ms TTI by TTI, the number of soft combining operations is still smaller than the case of 40 ms scrambling until four bursts are received. The number of soft combining operations for the first four bursts is 0, 1, 2, and 3 for the proposed cyclic shift approach, respectively, while it is 0, 3, 3, and 3 for the scrambling approach, respectively. It is noted that still a single descrambling operation is sufficient for the cyclic shift approach.
3 Simulation results

In this section, we evaluate the performance of Chase combing based scheme and Incremental Redundancy based scheme. In the simulation, the BLER is obtained after soft combing all 4 bursts within the TTI.

Simulation assumptions are shown in Table 1 below.

Table 1: Simulation assumptions
	Parameter
	Explanation/Assumption

	P-BCH pay load size (including CRC)
	40 bits

	Number of OFDM symbols per burst for P-BCH transmission
	4

	Number of subcarriers per OFDM symbol used for P-BCH transmission
	48

	Modulation
	QPSK

	Channel coding
	Rel-6 R=1/3 Convolutional coding with Viterbi decoding, K=9, no tail-biting

	Coding rate per burst
	1/8

	Antenna configuration
	2x2

	Tx diversity scheme
	SFBC

	Rate matching
	R99 rate matching

	Channel
	TU3, TU120

	Channel estimation
	Ideal


The simulation results are shown in Figure 5 below.
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Figure 5: Simulation results comparing Chase vs. IR
From the simulation results above, it can be seen that the performance of Chase and IR are quite similar. This can be easily explained: since the overall code rate is 1/32, and every coded bits have been at least repeated 8 times for Chase combing scheme during the TTI, additional gain brought by IR should be very limited.
4 Conclusion

We propose the cyclic shift based structure shown in Figure 1 and Figure 2 to be taken as a baseline for the P-BCH transmission structure. This significantly reduces soft-buffer memory and detection complexity at the UE without sacrificing the performance, compared to the conventional 40 ms scrambling approaches. 
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