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1 Introduction

Several previous contributions have addressed inter-cell interference coordination (ICIC) schemes applicable for the downlink and uplink in LTE [‎1]-[‎5], [‎10], [‎11]. Some of these schemes rely on statically configured information, while others can make use of dynamic information exchange between cells. Such inter-cell information exchange can be realized using a cell-wide traffic load indicator (TLI), in addition to the cell-wide interference overload indicator (OI) used for inter-cell power control. The purpose of the TLI is for Node Bs to indicate the total amount of traffic they serve, as well as on which resources (frequency bands) they schedule the most sensitive (e.g. cell-edge) UEs. Briefly, the TLIs may be used to avoid scheduling cell-edge UEs in neighboring cells on the same resources, and the OI may be used to get feedback for finer tuning of such scheduling and power control. The current working assumption regarding the exchange of the OI over X2 is that the expected average delay is in the order of 20 ms, and the number of bits in the TLI is for further study [‎8]. 

Since the number of bits required in the TLI will obviously depend of the mechanisms that make use of such information (notably various ICIC and power control procedures), there is a need to discuss what type of information should be communicated in the TLI over X2 such that various ICIC schemes are supported.

Therefore, the purpose of the current contribution is to discuss various uplink ICIC procedures and present system simulation results on potential gains due to inter-cell interference coordination and based on these results to discuss the use of X2 communication for ICIC purposes. More specifically, the purpose is to identify the gains that can be obtained using ICIC schemes without and with TLI support. Note that the present contribution focuses on the use of the TLI exchange between eNBs and does not discuss the usage of the OI. An accompanying contribution discusses the necessary X2 support for power control mechanisms [‎9].

2 Basic Considerations for ICIC in the Downlink and Uplink

For the downlink the interference is more evenly spread out in the spatial domain than for the uplink. The downlink is characterized by the fact that the base stations transmit with a (more or less) evenly distributed power to all UEs. Therefore, any exterior UE experiences interference from base stations that are typically at least a cell radius far away. Also, the interference that a UE experiences in any given position is the same regardless if the interfering base station is transmitting to an interior or to another exterior UE in the interfering cell. Thus, for the downlink we do not expect significant gains with an ICIC scheme that is based on avoiding exterior-to-exterior inter-cell collisions (“collisions” for short). In line with this expectation, simulation evaluations in [‎10] do not show any gain with static ICIC schemes.

For the uplink the situation is fundamentally different. First of all the transmitting UEs are spread out over the cell area. Furthermore, an exterior UE may transmit with a significantly higher power than an interior UE due to the fact that we employ power control for the uplink. In order for an interior and an exterior UE to reach the serving base station with the same signal strength, the exterior UE must typically use higher power to compensate for the difference in path loss. Also the exterior UEs (the ones transmitting with the highest power) have the shortest distance to the interfered base stations. Thus a dynamic ICIC scheme designed to avoid exterior-to-exterior collisions on the uplink is expected to be beneficial, especially for narrowband services. For wideband services, static ICIC schemes showed no gain in [‎11].

3 Uplink Inter-cell Interference Coordination Without TLI Support

A wide range of ICIC schemes implies restrictions on the usage of the resource blocks and/or on the applied power levels. Such limitations may be employed statically (such as in reuse partitioning or similar schemes, see for instance [‎1], [‎2]) or more dynamically (as in [‎5]) for the purpose of reducing the caused inter-cell interference at the expense of some decrease of the resource utilization. For “wide band” services the bandwidth loss (in Hz) by a static reuse is found to exceed the link improvement (in bps/Hz) [‎11]. For peak rate limited “narrow band” radio bearers (that use a limited number of resource blocks only, such as radio bearers for voice or streaming applications) it can be expected that avoiding frequency domain collisions (essentially co-channel interference) is possible without bandwidth loss. To realize the potential gain from avoiding such resource block collisions, there is a need to distinguish UEs residing in the interior and exterior parts of the cell, basically similarly to proposed reuse partitioning techniques. This is because typically only collisions between cell edge (exterior) UEs cause noticeable SINR degradation.

In the following we discuss simulation results that were obtained assuming a quasi-static pre-configuration of parameters (but without assuming TLI support) using the ICIC schemes listed below. These ICIC schemes control the inter-cell interference by the careful allocation of resource blocks to UEs. The scheduler determines for each TTI which UEs will get scheduled and how many PRBs they will get based on the fairness and QoS criteria. Then depending on the ICIC scheme it is selected which particular PRBs in the frequency domain are assigned to the UE.)

· No ICIC (Reference case): In this case the eNB scheduler does not employ restrictions or preferences on the schedulable resource blocks. That is, the scheduler in each cell works independently of the used resource blocks in the neighboring cells.
· Start-stop Index (SSI): In this scheme, there is a “start index” and a “stop index” associated with the set of available resource blocks. The scheduler uses the resource blocks between the start and stop indexes for exterior UEs. If this pool of resource blocks is depleted, some exterior UEs will not get scheduled within a specific TTI. If there are remaining resource blocks in this pool after exterior UEs have been scheduled, they can be utilized by interior UEs. Using disjoint subsets of resource blocks (defined by the start and stop indexes) in neighboring cells, exterior collisions can be completely avoided. Interior UEs are scheduled on the remaining resource blocks (that is after whatever resource blocks are allocated to the exterior UEs). 
· Start Index (SI): This scheme is similar to the SSI scheme, but there is no stop index. That is, the scheduler schedules exterior UEs starting from the resource block identified by the start index. Since there is no stop index, all resource blocks in this scheme may be assigned to exterior UEs. (Although such a situation is unlikely to happen assuming proper dimensioning and a call admission control mechanism.)
· Random Start Index (RSI): This scheme is similar to the SI scheme, except that the start indexes are defined without cell-wise coordination. This scheme is a fully distributed scheme in the sense that there is no need for a central entity that assigns the start indexes. 
· Start Index Geometry Weight (SIGW): This scheme is similar to SI but uses a continuous measure (which we call the geometry index) to sort the UEs (rather than distinguishing exteriors and interiors). Thereafter the scheduling algorithm is similar to that of the SI scheme, except that now the scheduler schedules the “most exterior UEs” first starting from a pre-set “start-index” and proceeds towards the interior UEs.
· Random Index Geometry Weight (RIGW): This scheme is a combination of the RSI and GI schemes, that is UEs are sorted in terms of their geometry index (“most exterior” being scheduled first) from a randomly chosen start index.
4 Simulation Results
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Figure 1: Cell edge (5th percentile) and mean user throughput as a function of the average number of users per cell. The best performing ICIC schemes are the Geometry Index based schemes (with predetermined and random start index). The gain is significant at low load values and decreases at higher loads. 

Figure 1 shows simulation results for a small system consisting of 19 cells. (Further simulation details are listed in the Appendix.) At low load values (number of users < 20), all ICIC schemes are beneficial, both in terms of cell edge throughput and mean user throughput. This is because at low load values the ICIC schemes avoid resource block collisions that lead to SINR degradation in the reference (no ICIC) case. At higher loads, this SINR improvement comes at a price, since now exterior users either get queued (not scheduled in every TTI) or because exterior-exterior collisions instead are now rendered to exterior-interior collisions causing SINR degradation to interior UEs. (In fact such interior UEs will experience worse SINR than if they had collided with an interior UE in the disturbing cell.) It is noteworthy that the geometry index based method yields the best gains. This is because this ICIC scheme avoids the most harmful collisions (i.e. collisions between the “most exterior” UEs) in terms of SINR degradation due to inter-cell interference.

5 Uplink Inter-cell Interference Coordination with TLI Support

Based on the simulation results it seems reasonable to consider the geometry index based scheme(s) as the base line for ICIC design. The underlying reason for the throughput gain for low and medium load values is that resource block collisions are avoided without a bandwidth loss. For an individual UE, this essentially means that a potentially harmful collision causing SINR degradation is either completely avoided (the base station schedules resource blocks at frequencies that are not used by the neighbor at all within that TTI) or an exterior-exterior collision is replaced by an exterior-interior collision. Without TLI support, this mechanism relies on the pre-set start indexes whose configuration (their relative positions) needs to reflect the load distribution in the cells. 

When the (exterior) load is unequal in two neighboring cells, but the start indexes are set for an equal load situation, exterior collisions occur even when there are sufficient number of PRBs to schedule exterior UEs such that collisions could be avoided. An intuitively appealing (naïve) solution is to adjust the start indexes accordingly; however this approach quickly becomes un-tractable due to the interdependencies in multi-cell networks. 

In unbalanced load situations, X2 communication can be used to allow eNBs to exchange TLI information on a PRB basis as follows.

1. Each eNB sets a base price for each PRB that is specific to its neighbor N. The base price is an indication on how sensitive that PRB is for inter-cell interference from that particular neighbor N. Obviously, an eNB sets a high price for a PRB when it intends to use it for an exterior UE. A neighbor N will typically refrain from scheduling a PRB that collides with a high priced PRB.
2. When the neighbor N receives this base price vector (that is the base price for each PRB), it uses it to associate a cost value with each of its UEs that are waiting for being scheduled. The cost associated with a UE depends on the (total) base price of the used resource blocks for that particular UE and the applied power level. For instance, if N assigns high priced PRBs and allocates high power to a given UE, the cost associated with that UE will be high. Thus, N is encouraged to schedule low priced PRBs for its exterior UEs. 
The base price (per PRB) provides an ordered list (now not necessarily consecutive in the frequency domain as it was in the start indexed case) of PRBs corresponding to the order of preference in which PRBs should be allocated to exterior UEs. In the case of an unbalanced load, this allocation strategy makes it possible that an eNB with high load of exterior UEs can utilize any of the low cost PRBs wherever they are in the frequency domain without causing a harmful exterior-exterior collision. Calculating the cost, in turn, is analogous to matching the PRBs with UEs in geometry order: neighbor N tends to assign low priced PRBs to its exterior (high power) UEs. Essentially, the ordered list of PRBs previously identified by a single index is now dynamically defined by means of the received price vector. 

From an X2 communication perspective, this means that at least the following information needs to be exchanged over X2:

· Base price for each PRB. This information is sent to each neighbor when the own or the neighbor traffic load situation changes.

The granularity of this price information (number of bits), as well as other details (including threshold values, scaling, etc) are left for FFS. 
6 Conclusions

At low and medium load, inter-cell interference schemes based on a start (and possibly an additional stop) index improve the cell edge and mean user throughput when assuming narrow band services. The ultimate reason for this is that at low loads, frequency domain resource block collisions are avoided leading to an improved SINR performance without significant bandwidth loss. Simulation results have show that it is beneficial to avoid collisions that cause significant SINR degradation. Such collisions can be avoided if eNBs can construct a resource block list and a UE list that together match the resource blocks with UEs (starting with exterior UEs and proceeding towards interior UEs).

In a balanced load situation, the resource block list is identified by a simple start index; in the unbalanced load case this resource block list can be constructed dynamically using a per-resource block price information communicated over X2 as part of the TLI. We therefore propose that a Resource Block Price over X2 message (as described in this paper) be considered in addition to the message(s) that are defined for power control purposes.
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8 Appendix: Simulation Parameters

The simulations were done with a system simulator where both radio link characteristics (propagation, interference) and also user plane protocol operation (e.g., RLC/MAC) are modeled in details. The most important parameters of the simulations are summarized in the Table below.
	Parameter
	Value

	# of sites
	19

	# of sectors per site
	1

	Inter-site distance
	3.5 km

	UE speed
	10 m/s

	Bandwidth
	5 MHz

	# of PRBs
	25

	Max UE power
	250 mW

	Max UE power per PRB
	100 mW

	Distance dependent path loss
	29.03 + 35.2log10(d/d0) d0 =1 m

	Shadowing standard deviation
	8 dB

	Multipath delay profile
	Typical Urban

	Number of receiver antennas
	2

	Reuse-plan (for the non-random based ICIC schemes)
	5-reuse

	Geometry threshold (for classifying Exterior and Interior UEs)
	6 dB
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