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1 Introduction
The benefits of using soft-combining for P-BCH have been investigated in terms of performance and resource overhead reduction[1-6]. In Kobe meeting, the period of P-BCH transmission is decided to be 40 msec by RAN2 and the structure of P-BCH was discussed in RAN1. In this contribution, we focus on how to map P-BCH bits onto transmission bursts. There are two alternatives :
· Self-decodable mapping 
· Each burst in P-BCH TTI duration contains all P-BCH information so that the UE can decode from a single burst, if the SINR is high enough.
· Non-self-decodable mapping 
· All encoded P-BCH bits are interleaved and then spread over all bursts so that P-BCH information can be detected only when four bursts are observed.
In this contribution, we investigate how many UEs within cell can benefit from the reduced decoding delay when the self-decodable structure is used. So far, most contribution papers evaluated the performance of P-BCH using single cell simulations with a particular channel model which has a high delay spread and no spatial correlation(e.g., 6 ray TU). However, in real cell deployment, we cannot guarantee that the channel is in such a favorable condition. So, we perform the link embedded system level simulation where the delay spread and spatial correlation is randomly generated according to the predefined statistics. With system level simulation, we can also see the effect of inter-cell interference randomization, which should also be taken into account when we consider self-decodable structure in a synchronous network.
2 Self-decodable structure for P-BCH
We present two self-decodable P-BCH structures under the assumption that the system frame number is included in P-BCH. The system frame number should not be changed within a 40 msec TTI duration to enable the soft-combining of P-BCH bursts. Since the current downlink synchronization channel indicates only 10 msec frame timing, some indication scheme is needed so that the UE can blindly detect the 40 msec timing. In this contribution, we consider the two indication schemes, with the associated structures shown in  Figure 1 and Figure 2.
· Different scrambling code 

· Different scrambling  code is applied to the bursts in different frames
· When the UE blindly decode the P-BCH, it should perform the descrambing and deinterleaving for all possible hypotheses.

· Different bit shifting 

· The encoded P-BCH bits(or coded symbols) are cyclic shifted prior to interleaving and scrambling process, but the scrambling code is common to four bursts.
· When the UE blindly decode the P-BCH, it has only to perform cyclic shifting for all possible hypotheses. The descrambling and deinterleaving process is common to all hypotheses, which simplifies blind decoding procedure.
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Figure 1. P-BCH structure with different scrambling code
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Figure 2. P-BCH structure with different bit shifting
When we design the self-decodable P-BCH structure, we should consider the inter-cell interference randomization as well as the complexity associated with blind decoding. 
In a synchronous network, the P-BCH from neighboring cells becomes a dominant interference in decoding the P-BCH. If the UE speed is very low and all bursts are identical, the interference component will not be temporally white, which means that the signal to interference ratio does not increase much even with soft-combining of multiple bursts. Thus, the timing indication scheme should be able to randomize the interferences from neighboring cells[7,8]. 

Regarding the blind decoding complexity, it would be desirable to simplify the hardware implementation as much as possible. In case of four bursts in 40 msec period, the four hypotheses should be tested in blind decoding of P-BCH. If the SFBC is adopted for P-BCH diversity and the number of transmit antenna is to be blindly detected, then the number of hypothesis becomes eight. Thus, we prefer bit shifting based scheme to scrambling based scheme because only one descrambling and deinterleaving process is needed regardless of the number of  hypothesis.
3 Simulation results

3.1 Single cell simulation

The performance of P-BCH is evaluated in a single cell environment. The detailed simulation parameter is listed in Annex A. The overall performance is similar to the results in [9]. We can see that the performance gap between ideal and real channel estimation increases as the SNR decreases. Note that the self-decodable structure performs same as the non-self-decodable structure with four bursts combining. Since the repetition coding is used with a basic code rate of 1/3, the difference between two structures is interleaving. For non-self-decodable structure, the encoded(including repetition) bits are interleaved and segmented into 4 bursts and then, each burst is transmitted in each frame. Thus, an additional channel coding gain cannot be acquired. In this simulation, the BLER of 0.01 can be achieved at -7.2 dB SNR when four bursts are combined. Although the SNR of -7.2 dB is low enough to meet the BCH coverage requirement(i.e., 98%), further performance evaluation is needed in multi-cell environment to see the effect of spatial correlation and delay spread. 
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Figure 3. BLER performance of P-BCH.
3.2 Multi-cell cell simulation
The multi-cell based simulation is carried out to evaluate how many UEs within cell benefit from the reduced decoding delay. The detailed simulation conditions are listed in the table in Annex B. Each UE receives the signal only from 9 strong cells among 57 cells and the signals transmitted from the remaining cells are not included for simplicity. We can see from figure 4 that the CDF of the SINR is almost same as the case where all 57 cells are included. The overall link parameters are same as used in link level simulations. Since the transmit antenna diversity scheme for P-BCH is not yet decided, we consider only one transmit antenna case. 
Figure 5 shows the CDF of the average BLER for one transmit antenna cases. We can see that the performance of P-BCH is not improved much when the identical bursts are transmitted. It is because the SIR doesn’t increase with soft-combining in low speed case although the SNR increases. Thus, the interference randomization techniques such as bit shifting or scrambling is needed even if the P-BCH TTI timing is indicated by other channel(i.e., synchronization channel). In the figure, the bit shifting based scheme performs almost same as the scrambling code based scheme.  In addition, the non-self decodable structure performs same as self-decodable structure with four burst combining as in single cell simulation.
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Figure 4. CDF of the SINR(case 3)
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Figure 5. CDF of average BLER (one transmit antenna case)
4 Decoding delay comparison
Based on the results in figure 5, we compare the decoding delay of self-decodable structure and non-self-decodable structure. Figure 6 and Figure 7 show the blind decoding procedures for self-decodable and non-self-decodable structures, respectively. In the figures, Pn denotes the probability of the average BLER being lower than the target BLER when n number of bursts are combined. In the anaysis, the UE speed is low enough to neglect the channel variation within 70 msec duration. In figure 7, the length of scrambling code is assumed to be 10 msec. 
Figure 8 and Figure 9 shows the probability of the given UE’s average BLER being lower than the target BLER when the UE is randomly located in time and spatial domain. The target BLER is assumed to be 0.04 for one transmit antenna case. The self decodable structure satisfy the target BLER requirement with a 90 % probability when 3 frames are received. For the non-self-decodable structure, however, it takes 70 msec for the UE to satisfy the target BLER with a 90 % probability. Thus, with the self-decodable structure, the decoding delay is reduced by 40 msec compared to the non-self-decodable structure.
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Figure 6. Blind decoding procedure in self-decodable structure
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Figure 7. Blind decoding procedure in non-self-decodable structure
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Figure 8. Probability of meeting BLER requirement
5 Conclusions
Based on our simulations, we propose to adopt the self-decodable structure for P-BCH because it significantly reduces the decoding delay.
For the timing acquisition within 40 msec TTI duration, two alternatives are discussed. One is the scrambling code based scheme and the other is the bit shifting based scheme. In terms of interference randomization, those two schemes showed same performances in multi-cell simulations. Thus, we prefer the bit shifting based scheme because the deinterleaving and descrambling is common to all hypotheses, which means that the blind decoding is more simple compared to the scrambling based scheme.
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Annex A  : Link level parameters
	Parameter
	Assumption/Explanation

	Number of subcarriers for P-BCH
	72 per OFDM symbol

	FFT size for BCH
	128

	Number of OFDM symbol for P-BCH 
	2 per frame

	Number of bursts within BCH TTI
	4

	Number of BCH bits 
	40(including CRC)

	Coding rate for single burst
	1/6

	Channel Model
	TU with 6 ray

	UE speed
	3 Km/h

	Number of transmit/receive antennas
	2/2 

	Transmit Diversity
	PVS with two precoding vectors( [1 1]T, [1 -1] T)

	Rx Antenna Combining
	MRC

	Channel coding
	Convolutional coding with basic coding rate of 1/3

	Channel estimation
	DFT based estimation (based on S-SCH only)


Annex B : System level parameters
	Parameter
	Assumption/Explanation

	Cell layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Network synchronization
	Synchronized

	Carrier Frequency
	2 GHz

	Channel model
	SCM(Urban Macro 8( ), 3GPP Case3

	UE speed
	3 Km/h

	Number of transmit/receive antennas
	1/2  

	Rx Antenna Combining
	MRC

	Tx/Rx antenna spacing
	10 (/0.5 (

	Total BS Tx power
	43 dBm –5 MHz

	Inter-cell interference
	9 strong sectors with 6 multipaths (signals from the remaining cells are ignored)

	Antenna Pattern
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	Pathloss model
	128.1+37.6log10(d)  d in Km

	Number of frame groups per drop
	1000 groups(four consecutive frames per group),
Groups are separated by 100 frames with each other

	Number of drops
	10,000

	UE receiver noise figure
	9 dB
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