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1 Introduction
In the recent RAN1 meeting #49, a budget of approximately 10 bits per TTI for CQI feedback was agreed as the way forward. Although this figure may be refined in the future, it provides an insight on the range of the allowed feedback overhead for the CQI feedback.
Haar-based compression for CQI feedback was proposed as a method for reducing E-UTRA uplink control signaling [1]. Simulation results presented in [1]-[2], indicate that the performance of the Haar-based method is very close to the performance of the Best-M individual scheme while requiring significantly less in feedback signaling. In comparison to Best-M individual, Haar compression results in 25%, 26% and 32% saving for M=4, 5 and 7, respectively.  Also in [2], Distributed-Haar, a combined method of Best-M individual Haar and sub-band grouping, was introduced. This resulted in a further reduction of the feedback overhead. The Distributed-Haar scheme is a very flexible scheme that can support both system performance, and efficiency in feedback signaling for either wideband or narrowband signaling of CQI information.
Based on the recent RAN1 agreement and the techniques discussed in [2], this paper is organized as follows: first a review of the standard Best-M Haar and the Distributed-Haar techniques are provided. Then the performance of Distributed-Haar is compared against other methods such as Best-M, DCT significant, and DCT Partitioning at various UE speeds. Descriptions of other CQI feedback reporting schemes that are referenced and compared to in the simulations can be found in [3]-[5]. 
With respect to the current way forward assumption of approximately 10 CQI bits per TTI period, our simulation results obtained at UE speeds of 3 Km/h and 15Km/h indicate that the Distributed-Haar scheme outperforms all other schemes. This contribution shows that the Distributed-Haar scheme achieves a better trade-off between throughput performance and overhead reduction over other CQI compression techniques (e.g., Best-M individual, DCT-Partitioning and DCT significant-M). At approximately 10 bits per TTI, the Distributed-Haar scheme provides throughput gains of up to 15.4%, 14.2% and 14.3% over Best-M individual, DCT-Partitioning and DCT significant-M, respectively. We also observe that the sensitivity to mobile speed is approximately the same for all of the methods simulated, including Distributed-Haar.

2 Haar-Based Best-M Individual CQI Reporting 

Haar compression is based on the Haar wavelet transform. A brief explanation of the Haar compression method can be found in [7]-[8]. Haar compression encodes an input stream in multiple steps according to the levels of the detail of the input sequence. Appendix A presents a summary of the application of Haar transforms to CQI compression.

Haar compression belongs to the class of lossy compression methods, and it is recognized as an effective and low complexity compression/decompression means for processing 1-Dimensional or 2-Dimensional data. In [1], the application of Haar compression for CQI feedback is explained for the case of M=5. Here we extend the approach to other prominent M values of 4 and 7.
For a system with Nsb sub-bands and M values of main interest, the procedures of proposed Haar-based compression of CQI information are:

1. Pick the Best-M CQIs 

2. Calculate the average CQI of the remaining sub-bands

3. Create a vector with the following format, where the Best-M  CQI values are reported in the same order as their relevant sub-bands:

For M=3 (
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For M=4 (
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For M=5 (
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For M=7 (
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For M=5, the total number of CQI values involved in steps 1 and 2 is 6. On the other hand, since the length of the input vector for Haar compression has to be 2m, the vector y has two zeros inserted at locations 6 and 8. As such, assuming 5 bit/CQI, the vector will contain 30 bits worth of information. Similarly for M=3, M=4 and M=7, the vector y contains 20, 25 and 40 bits of information, respectively.
4. Apply the Haar transform as expressed in Equation 5.
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where W8 is the compression operator (see Appendix A).
5. As a result of the zero insertions in step 3, after the compression the last four, three and two elements of the compressed vector y3 become non-relevant for transmission and can be dropped without any loss of information, for M=3, M=4 and M=5 respectively.
6. Quantize and send the remaining elements of the vector.

7. Send the label indicating the location of the Best-M.

Simulation results indicate that each element of the compressed vector has a statistical distribution that can be exploited to optimize the quantization process. Table 1 shows the predefined offset values and required number of quantization bits for each element of the compressed vector. Each element of the compressed vector is represented by a fixed offset value and a Q bit binary word (0(2Q-1). As shown in the table, a higher number of bits is only required for the first two elements of the vector that carry more information than the others. The remaining elements can be represented by a fewer number of bits.
	Elements of the  Vector
	Elements of the Compressed Vector d
	Off 

Offset Value set Value
	Quantization R Quantization Range 
	Number of Quantization bits per element
	Total Number of Quantization bits

	M=3
	y3(8)
	3
	3 ( 16
	4
	NHaar=11

	
	y3(7)
	-1
	-1 ( 2
	3
	

	
	y3(6)
	-1
	-1 ( 1
	2
	

	
	y3(5)
	0
	0 ( 2.5
	2
	

	M=4
	y3(8)
	3
	3 ( 19
	4
	NHaar=15

	
	y3(7)
	1
	        1( 5
	3
	

	
	y3(6)
	1
	1 ( 8
	3
	

	
	y3(5)
	0
	   0 ( 2.5
	3
	

	
	y3(4)
	0
	0 ( 2
	2
	

	M=5
	y3(8)
	5
	5 ( 24
	4
	NHaar=18

	
	y3(7)
	2
	2( 9
	4
	

	
	y3(6)
	-1
	-1 ( 1
	3
	

	
	y3(5)
	0
	0 ( 2.5
	3
	

	
	y3(4)
	-2
	-2 ( 2
	2
	

	
	y3(3)
	-2
	-2 ( 2
	2
	

	M=7
	y3(8)
	7
	7 ( 31
	4
	NHaar=21

	
	y3(7)
	-1
	-1( 2
	3
	

	
	y3(6)
	-1
	-1 ( 1
	3
	

	
	y3(5)
	-1
	-1 ( 3
	3
	

	
	y3(4)
	-2
	-2 ( 2
	2
	

	
	y3(3)
	-2
	-2 ( 2
	2
	

	
	y3(2)
	-2
	-2 ( 2
	2
	

	
	y3(1)
	0
	0 ( 4
	2
	


Table 1 – Quantization information for different M values

The total number of required feedback bits can be expressed as
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In Table 2, the total number of required bits for different values of M is shown. In comparison to Best-M individual, Haar compression results in 25%, 26% and 32% saving for M=4, 5 and 7, respectively. Similar comparison reveals considerable savings against DCT-based schemes as well.
	Scheme
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	Signaling Cost (bits)
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	NA
	N1=3,N2=1

34 bits
	N1=4,N2=1

43 bits
	N1=6,N2=1

57 bits


Table 2 - Overhead comparison of CQI compression schemes

3 Distributed-Haar Compression 
Although a wireless channel is a time varying environment, in many cases a channel preserves most of its general frequency shape and characteristics over a finite period of time. Therefore, the update interval of the full channel does not need to be every TTI. This characteristic is exploited by the Distributed-Haar scheme to reduce the overhead feedback. 
Figure 1 shows an example of Distributed-Haar compression for CQI feedback for Nsb=8 and NG=2. The flow of the reporting mechanism can be summarized as follows:
1. Divide the sub-band into NG groups. Locations of the groups are known in advance to both UE and eNodeB. The groups can be defined in any way; however a uniform spread of the group across the band might be preferred.

2. At each reporting interval, apply a Haar-based compression to the 
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3. Perform step 2 on the remaining groups in consequent reporting intervals to cover the whole frequency band.

As a result of this approach, in every reporting interval, the number of sub-bands is reduced from 
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Figure 1 – Distributed-Haar CQI Feedback

As an example let’s consider a system with Nsb=25 and M=5. For such system the Best-M individual with and without Haar compression requires 46 bits and 34 bits overheads, respectively. However, using the Distributed-Haar the sub-band can be divided into two groups of 12 and 13 sub-bands and then Haar compression is applied with a smaller M value of 3 to each group. Then, for reporting of odd and even groups we will have
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(7)
Hence, this results in an average reporting of 9.5 bit/TTI that is almost half the number of bits produced in the non-distributed case.  The Distributed-Haar M=3 case reports the CQI of the best 6 best sub-bands and 2 average CQIs for each pair of odd and even reports.  Also of note is that the odd and even updates can be applied as independent updates to the CQI when they are received by the NodeB.  Therefore the NodeB receives a partial CQI update every 2 TTI (for M=3 case with ~10 bits/TTI), reducing feedback latency.  As it will be shown in the next section, this approach provides a good trade-off between performance and overheads.  
4 Performance Evaluation
In our previous Tdoc [2] we compared the performance of Best-M with and without Haar compression. System throughput simulations showed that Best-M individual CQI reporting using Haar compression causes only a small degradation (1 to 6%, depending on M and speed) of average sector throughput compared to the Best-M individual scheme without Haar compression. In this document we compare the performance of Distributed-Haar versus Best-M individual and other CQI reporting compression techniques, namely DCT significant M and DCT partitioning. 
4.1 System Definition

A system-level simulation using a proportional fair scheduler was performed to evaluate the aforementioned CQI reporting schemes in a 10 MHz system. In the downlink transmission RB grouping is assumed, where one CQI sub-band contains 2RBs. In the simulation a CQI granularity of 20 MCS levels is used. The impact of CQI measurement delay and errors are considered as suggested in [4] and [8]. The simulation parameters are listed in Table 3.

Table 3 – Simulation parameters
	Parameter
	Assumption

	Cellular Layout
	Hexagonal grid, 19 cell sites, 3 sectors per site

	Inter-site distance (ISD)
	500m

	Number of transmit antennas at Node B
	1

	Number of receive antennas 
	2

	Distance-dependent path loss
	L=I + 37.6log10(.R), R in kilometers

I=128.1 – 2GHz

	Lognormal Shadowing
	Similar to UMTS 30.03, B 1.41.4 

	Shadowing standard deviation
	8 dB

	Penetration Loss  
	20dB

	Channel model
	Typical Urban (TU)

	Antenna pattern (horizontal)

(For 3-sector cell sites with fixed antenna patterns)
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	BS Antenna Gain plus cable loss
	15 dBi

	Carrier Frequency
	2.0 GHz 

	System Bandwidth
	10 MHz

	RB bandwidth
	180 KHz

	Number of UEs per Sector
	10

	UE speeds of interest
	3km/h, 15 km/h 

	Maximum Node B transmission power 
	35 dBm

	UE Traffic Model
	Full Buffer

	Noise Figure
	9dB

	Thermal noise density
	-174 dBm

	Scheduler
	Proportional Fair

	HARQ
	Asynchronous (Chase combining)

	CQI measurement error
	Gaussian zero-mean error model

	CQI averaging window
	4 TTIs

	CQI feedback delay
	2 TTIs

	CQI reporting interval
	 2, 4, 6 and 8 TTIs 

	Target BLER 
	10%


4.2 Simulation Results

The average sector throughput performance of the Best-M individual, Distributed-Haar, DCT Significant-M and DCT partitioning is evaluated under different CQI reporting intervals. The performances for average sector throughputs for UE speed of 3km/h and UE speed of 15km/h are shown in Figure 2 and Figure 3, respectively. As observed, the Distributed-Haar scheme outperforms other schemes around 10 bits per TTI range for both cases (3 km/h and 15 km/h). At the speed of 15 km/hr, DCT-Significant has the best performance when the number of overhead bits per TTI is small (< 7 bits per TTI). However, around the range of 10 bits per TTI, the Distributed-Haar scheme yields the best performance and outperforms Best-M individual, DCT partitioning and DCT significant-M by 15.4%, 14.2% and 5%, respectively.  At the speed of 3km/h, Distributed-Haar consistently provides the best performance among all schemes over the whole range of overhead bits per TTI. For example, Distributed-Haar provides 1.2%, 5.8%, 14.3% throughput gains over Best-M individual, DCT partitioning and DCT significant-M, respectively, at around 10 bits per TTI.
For the same value of M, at low UE speed, e.g. 3km/h, the average sector throughput is insensitive to the value of reporting intervals. This is because the CQI reporting intervals of interest (2, 4, 6 and 8 TTIs) are much smaller than the channel coherence time, which means the channel is static during the reporting interval. However, at higher UE speed, e.g. 15km/h, the average sector throughput decreases markedly with increasing CQI reporting interval. This is because the CQI reporting intervals of interest (4, 6, 8 and 10 TTIs) are comparable to the channel coherence time, which means the channel fluctuates during the reporting interval. Large reporting intervals introduce inaccuracy to the reported CQI, which degrades the average sector throughput.
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Figure 2 - Average sector throughput vs. the number of overhead bits per TTI at a UE speed of 3 km/h.
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Figure 3 –Average sector throughput vs. the number of overhead bits per TTI at a UE speed of 15 km/h. 
5 Conclusions and discussions

In this contribution we have addressed the CQI feedback overhead issue by applying Haar compression to the Best-M individual CQI reporting scheme. Simulation results show that the Distributed-Haar scheme achieves the best trade-off between the throughput performance and overhead reduction compared with other CQI compression techniques (e.g., Best-M individual, DCT-Partitioning and DCT significant-M). At the current CQI way forward assumption (e.g., around 10 bits per TTI), the Distributed-Haar scheme provides throughput gains up 15.4%, 14.2% and 14.3% over Best-M individual, DCT-Partitioning and DCT significant-M, respectively. We also observe that the sensitivity to the mobile speed is approximately the same for all of the methods, including Distributed-Haar.
Based on its high efficiency and good performance, we propose that Distributed-Haar scheme as described herein should be used for uplink CQI reporting.
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Appendix A
Haar Compression

The main idea is to shift the weight and importance of the vector elements to the first element of the vector. The process can be explained by an example as follows. Let the input vector y be: 
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Since the vector has 23 elements, the transformation takes 3 steps of sum and difference operations as follows: first, group the elements of the vector y in groups of 2’s. 
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Find the sum and the difference terms for each group and divide the results by two. The results are now in a new vector y1. As shown in Figure a-1, the first four elements of the vector y1 are called “Approximate” and the last four elements are called “Detail” coefficients. Steps 2 and 3 are similar to step 1, with the only difference being that they apply only on the “Approximate” coefficients, while the “Detail” coefficients are maintained to the end. As shown in Figure a-1, the final compressed vector is comprised of one “Approximate” coefficient along with seven “Detail” coefficients.
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Figure a-1 - 3 step compression of the vector y

In an abstract form, the successive averaging and differencing steps involved in the compression process can be mathematically expressed as
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where
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Therefore, the decompression can be easily implemented by
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It is worth mentioning that due to the particular value of the coefficients for the compression and the decompression, all the required multiplications can be performed by simple shift-add functions to reduce the involved complexity of matrix multiplication. 
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