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1. Introduction

In the Malta (March 2007) meeting, it was decided for CCE aggregation that 1, 2, 4 or 8 CCEs may be aggregated, with the need for aggregation on 3 CCEs FFS.  Two concerns raised for use of 3 CCEs were:

1. How often is the 3 CCE case used and what is performance impact if it is removed?
2. Is there an efficient structure to manage the detection attempts if 3 CCE are used?

This contribution addresses the two questions above. Extensive results are presented to show the benefits of including 3 CCEs. The strucure for aggregating the CCEs in groups of 1, 2, 3, 4, or 8 is then presented.  It is shown that a tree structure is not necessary for managing detection attempts.  Alternate equations are provided that result in the same detection attempts.  The case of 3 CCEs is easily handled.
2. Benefits of aggregating 3 CCEs
Given a control channel message size, each aggregation size corresponds to a different effective code rate. A different aggregation set represents a different modulation and coding set (MCS) for the control channel. Thus in the following notation MCS1,2,3,4,8 is used to indicate using CCE aggregation set of 1,2,3,4,8. Similar notation is used for other aggregation sets. 
In Figure 1, the PDF of the number of CCEs allocated is shown for the 10 MHz LTE carrier case for each MCS case considered. Figure 1 shows that MCS3 (i.e. the case where 3 CCEs are aggregated to form a control channel) is used 10% of the time while MCS4 is only used about 2% of the time.

In Table 1 gives the throughput for the three control channel designs and shows that there is a loss in performance (15% reduction in cell edge throughput) if only MCS1,2,4,8 are used compared to using MCS1,2,3,4,8 or MCS1-8.  Hence, it is important to include MCS3 and support MCS1,2,3,4,8.
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Figure 1 – PDF of Number of CCEs allocated per Packet
Table 1 – Throughput for each Control Channel Design
	Rx and MCS
	T-put (Kbps)
	Cell Edge T-put (Kbps)

	 
	sector
	5%-ile
	2%-ile

	MRC, IdealCCH
	16191
	429
	344

	MRC, MCS1-8
	15550
	419
	307

	MRC, MCS12348
	15558
	417
	303

	MRC, MCS1248
	15359
	352
	220

	MRC, MCS1248a
	15423
	372
	242

	SFBC, MCS1-8
	15553
	420
	307


The reason for the 15% loss in cell edge throughput was due to the decrease in maximum number of UEs scheduled per subframe by eliminating MCS3 since MCS2 and MCS4 must be used instead such that:

1) MCS4 requires more aggregation than MCS3 leaving less CCEs per subframe and hence less CCEs for cell edge UE control channels given the same number of scheduled UEs per subframe is targeted.
2) MCS2 requires more power then MCS3 to compensate for the smaller aggregation size (thus a higher coding rate) which means packets scheduled in the same subframe corresponding to cell edge UEs would have less power compensation.
In Figure 2 the CDF of number of UEs scheduled per subframe is shown for 3 control channel design cases.  In Figure 3 MCS1248 control channel error rate is lower because the UEs scheduled per subframe is on average lower due to MCS3 being unavailable. However, this means fewer transmission attempts for cell edge UEs (see bulge in fairness plot in Figure 4 in region from 0.005 to 0.07 for MCS1248 case) unless scheduler fairness (see Figure 4) can somehow be adjusted to reduce the 15% loss in cell edge throughput while avoiding an increase in sector throughput loss.  
MCS1248a is improved over MCS1248 by adjusting the CCE allocation algorithm so fewer codes are allocated per UE and adjusting power allocation algorithm so relatively less power compensation is used. This means for MCS1248a there are more UEs scheduled per subframe (see Figure 2), better CCH FER (see Figure 3) such that throughput performance is impoved as given in Table 1 which shows cell edge throughput loss is reduced from 15% to 10% relative to MCS12348.  
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Figure 2 – CDF of #UEs scheduled per subframe
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Figure 3 – Control Channel error rate CDF.
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Figure 4 – Fairness CDFs
Given the maximum number of 8 CCEs for an uplink or downlink control channel, the MCS1-8 represents the full flexibility in CCE aggregation in that 8 MCS granularities are possible, but it also means highest complexity in control channel assignment and highest number of blind detection a receiver needs to perform. MCS1,2,4,8 has only 4 levels of MCS granularity and thus less complexity, but at a price of coverage and throughput loss.  However, MCS1,2,3,4,8 represents only increment of 1 in MCS levels. In other words, MCS1,2,3,4,8 reaps almost the full benefit of CCE aggregation with relatively low complexity. 

3. Aggregating Control Channel Elements

The uplink and downlink control channels are defined in terms of control control elements (CCEs). As illustrated in [3], the number of CCEs available for control channel assignment is a function of several factors, including carrier bandwidth, number of transmit antennas, number of OFDM symbols n used, and the CCE size. For example, for 5 MHz and 10 MHz, the number of CCEs available for uplink or downlink assignment may be any number from 4 to 16. Assuming CCE aggregation of 1,2,3,4,8 are used, a simple way is needed to aggregate the CCEs to form a candidate channel for any number of CCEs.
For large bandwidth such as 20 MHz, a large number of CCEs may be available, e.g., >40 CCEs. To limit the number of blind detection the receiver has to do, it is appropriate to divide the available CCEs into several regions, so that an UE only need to search for its control information in one region for downlink and one region for uplink although the regions could be overlapped.  Likely the maximum number of CCEs in a search region would be less than 13.
4. Control Channel Structure

Given the total number of CCEs available (nCCE), three scenarios are illustrated in Figure 5-7 for mod(nCCE,3)=0, 1, 2, respectively.  In Figure 5-7, CCHi(j) is the j-th candidate control channel of aggregation size i. Each CCEj also represents an CCH of aggregation size 1, CCH1(j). Only unique CCHs are marked in Figure 5-7. The dashed lines indicates CCEs that have been aggregated as a candidate CCH earlier in smaller aggregation size. For example, in Figure 5, the two CCEs on the right of CCH4(0) has been assigned as CCH2(2) in the second row. Thus the total number of marked CCHs is equal to the number of blind detections the receiver needs to perform.
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Figure 5.  Example of control channel candidates when mod(nCCE,3)=0.  Here nCCE=6.
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Figure 6.  Example of control channel candidates when mod(nCCE,3)=1.  Here nCCE=4.
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Figure 7.  Example of control channel elements and the control channel candidates when mod(nCCE,3)=2. Here nCCE=5. The extra aggregation size 2 CCH is highlighted.
Using a tree structure with three levels, [2] expressed the relationship between the number of control channel elements nCCE and the number of candidate control channels. However, such a tree structure and expression are not necessary to generate the number of control channel candidates. Referring to Figure 5-7, the candidate control channels can be assigned as follows. 

When mod(nCCE,3)(2, the number of candidate channels of size i CCEs is 
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Hence the receiver needs to perform NCCH blind detections. In Table 2, the total number of blind detections based on (1) is compared with that of the tree structure [2] as well as with the structure given in [4].
Table 2 – Total number of blind detections using the tree structure [2] vs the proposal.

	nCCE
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13

	NCCH [2]
	7
	8
	10
	11
	14
	15
	17
	18
	21
	22

	NCCH using (1)
	8
	10
	12
	13
	18
	19
	21
	23
	26
	27

	NCCH using (2)
	8
	9
	12
	13
	17
	19
	21
	22
	26
	27

	NCCH using (3) based on [4] & MCS1,2,3,4,8
	8
	11
	14
	17
	20
	23
	26
	29
	33
	36


As an alternative, when mod(nCCE,3)=2, the extra candidate control channel of size 2 may not be allowed. This would slightly simplifies the aggregation of the control channel. In this case, the number of unique CCHs is  
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which is also the total number of blind detections the receiver has to perform. If this alternative is used, then CCH2(2) in Figure 7 is not allowed.
For the candidate control structure shown in Figure 1 of [4] and given the constraint of using only MCS 1,2,3,4, and 8 then the number of unique CCHs is given quite simply by
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Table 3 – Number of blind detections (NBDs) based on Equation (2).

	
	CCE Size
	
	
	
	
	

	CCE num
	1
	2
	3
	4
	8
	NBDs

	1
	1
	 
	 
	 
	 
	1

	2
	1
	1
	 
	 
	 
	3

	3
	1
	 
	1
	 
	 
	5

	4
	1
	1
	 
	1
	 
	8

	5
	1
	 
	 
	 
	 
	9

	6
	1
	1
	1
	 
	 
	12

	7
	1
	 
	 
	 
	 
	13

	8
	1
	1
	 
	1
	1
	17

	9
	1
	 
	1
	 
	 
	19

	10
	1
	1
	 
	 
	 
	21

	11
	1
	 
	 
	 
	 
	22

	12
	1
	1
	1
	1
	 
	26

	13
	1
	 
	 
	 
	 
	27

	14
	1
	1
	 
	 
	 
	29

	15
	1
	 
	1
	 
	 
	31

	16
	1
	1
	 
	1
	1
	35


The starting position (i.e., index of 1st logic CCE of this CCH within the entire set of CCEs) of the j-th CCH of aggregation size i is simply Ii(j) = i(j when mod(nCCE,3) (2, i={1, 2, 3, 4, 8}; j=0, 1, … (nCCE/i(‑1, for each aggregation size i that satisfies (nCCE/i(>=1. When mod(nCCE,3)=2, there is an extra candidate control channel that starts at CCE index I2((nCCE/2() =3((nCCE/3(.
5. Conclusion

This contribution discusses the benefits of using an aggregation of 3 CCEs in addition to aggregation of {1, 2, 4, 8} CCEs. A simple way to form candidate control channels with aggregation size set {1,2,3,4,8} is then provided.  Not including the 3 CCE aggregation case in addition to {1,2,4,8} resulted in a 10 - 15% loss in cell edge throughput.  Given it was shown that there was only a very small increase (equation 1) or no increase (equation 2) in blind detections for {1,2,3,4,8} relative to {1,2,4,8} then it is proposed the 3 CCE aggregation case be accepted in the aggregation set used for determining LTE L1/L2 control channel candidates.
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