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Potential specification impact for CSI compression with two-sided model  
Training collaboration 
Three types of training collaboration were agreed in RAN1 110. Following table summarize company’s proposals and observations related to each type of training collaboration.  
	Company
	View

	Huawei
	Observation 2: For CSI compression with two-sided model, training Type 1 may suffer software/hardware compatibility issue, and the following restrictions/issues may need to be considered to relieve the compatibility issue:
· Network may have to interoperate with various UE vendors/UE versions to dedicatedly train the CSI generation part for UE, which harms the engineering isolation.
· Network, in particular gNB, may have to maintain/store multiple CSI generation parts trained for different UE vendors/UE versions.
· Network vendor may not freely develop the CSI generation part for UE, which may restrict the pairing with the CSI reconstruction part and thereby result in sub-optimal performance.
Observation 3: For training Type 1 of CSI compression, compared with joint training at Network side, performing joint training at UE side and delivering the model to the Network incurs extra challenges for Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of inference/storing multiple Network part models at gNB delivered from different UE vendors/UE versions.
Observation 4: For training Type 2 of CSI compression and model updating, it relies on complex design to support real-time interaction of FP/BP iterations between Network side and UE side, which causes strong challenges to engineering isolation especially for the case of multi-Network vendors to multi-UE vendors.
Observation 5: For training Type 3 of CSI compression, 
· The shared dataset is constituted by the CSI-related data which may be irrelevant with the user privacy (e.g., user position, etc.).
· The dataset sharing/delivery can be performed under the contract agreement between the Network vendors/MNOs/UE vendors to mitigate the data ownership problem.
Observation 6: For training Type 3 of CSI compression, compared with NW first training, performing UE first training incurs extra challenges for Network due to the following reasons:
· Inconvenience of training cell/scenario specific models.
· Inflexible model update.
· Burden of maintaining/storing multiple Network part models at gNB to pair with multiple UE vendors/UE versions.
Proposal 5: In CSI compression using two-sided model with training collaboration Type 3, further study potential specification impact on:
· Training dataset and/or other information delivery from UE side to Network side for UE first training.
· Training dataset and/or other information delivery from Network side to UE side for NW first training.
· The specification impact includes the size of the dataset, format of data sample, type(s) of the data sample, etc.
Proposal 6: In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects:
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model training and deployment adhere to 3GPP’s open and fair framework

	Ericsson
	1. [bookmark: _Toc127520263]For CSI compression use case, it is a requirement that only training types and methods that enables a single decoder to be implemented in the network side is to be considered, irrespectively of the vendor origins of the connected UE devices and/or UE chipsets.
1. [bookmark: _Toc127520264]For CSI use case in this SI, down-prioritize any studies on model transfer unless it is the only solution that provides performance benefits over legacy CSI reporting
1. [bookmark: _Toc126745664][bookmark: _Toc126058674][bookmark: _Toc127343647][bookmark: _Toc126323384][bookmark: _Toc127343028][bookmark: _Toc127343518][bookmark: _Toc127343723][bookmark: _Toc127344464][bookmark: _Toc127520276]3GPP specifications needs to support a mechanism to update/fine tune the decoder to consider implementation reality (e.g., UE and gNB RF and antennas at UE and gNB) and to ensure good generalization performance in scenarios not part of the pre-deployment training dataset


	ZTE
	Proposal 1: Prioritize Type 1 joint training at network side for further study and model transfer/delivery can be further discussed in agenda item 9.2.1.
Proposal 2: For training Type 3, prioritize NW-first training as a starting point for further study. 
Proposal 3: For training Type 3, further study potential specification impact on the dataset used for the model training at the other side/entity. 


	Spreadtrum Communications
	Observation 1: For AI/ML model training Type 1, AI/ML model possibly can not be executed, due to incompatibility issue between NW side and UE side.
Observation 2: AI/ML model proprietary can be kept for AI/ML model training Type 3.
Proposal 2: For AI/ML model training Type 1, data collection may be not needed to be specified other than assisted signalling, e.g, antenna layout for one CSI-RS resource.
Proposal 3: Dataset delivery is needed for AI/ML model training Type3, and some enhancement may be needed.


	Oppo
	Proposal 1: In training collaboration type 3,
For NW first training, NW needs to provide UE with data sets that meet different requirements, e.g. on model performance, transmission cost, data characteristics and CSI input types
For NW first training, UE needs to provide NW with data sets that meet different requirements, e.g. on model performance, transmission cost and data characteristics


	vivo
	Observation 1: Trivial model (such as fully connected MLP) is enough to provide satisfying performance for specific scenarios/configurations, of which the model transfer overhead and model complexity is very low and model proprietaries and interoperability issues does not exist.
Observation 2: For training collaboration type 2, UEs need to maintain multiple models to match different CSI reconstruction parts for various scenarios or configurations, which would be problematic from UE storage perspective.
Observation 3: For training collaboration type 3, UEs need to maintain multiple models to match different CSI reconstruction parts for various scenarios or configurations, which would be problematic from UE storage perspective. 
Observation 4: Pros/cons for training collaboration type 1: 
1) Pros: Providing highest flexibility in developing scenario-/configuration-/site-specific models via model transfer and model updating
2) Pros: one side (UE or network) only needs to store models that are adaptive to specific scenarios/configurations, which could provide better performance and save storage room.
3) Pros: no need of storing large number of models at UE side.
4) Cons:  Model proprietary could not be kept during model transfer. However, if trivial models are used, model proprietaries issue does not exist.
Observation 5: Pros/cons for training collaboration type 2:
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share real-time information on forward /backward propagation result and label data, of which the overhead is high. 
3) Cons: Need to store large number of site-specific models at UE side.
4) Cons: Both sides need to train and store a large number of models to adapt to various scenarios/configurations
Observation 6: Pros/cons for training collaboration type 3: 
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share information on dataset.
3) Cons: Performance will degrade if shared dataset is insufficient.
4) Cons: Need to store large number of site-specific models at UE side.
5) Cons: Performance will degrade if one model need to be matched with multiple models.


	Xiaomi
	Proposal 1: The pros and cons for training collaboration Type 1 and Type 3 should be firstly studied and discussed to determine which one type is studied with high priority.
Proposal 2: The two-sided model for CSI compression which are trained at NW sided should be studied with high priority.

	China Telecom
	Proposal 1: For AI/ML operation with model exchange (type1), further study potential specification impact related to: 
· Size and format of AI model transfer via air interface
· Signaling design on exchanging AI/ML model
Proposal 2: For AI/ML operation without model exchange (type2, type3), further study potential specification impact related to: 
· Information exchanges between the UE and the gNB prior to the AI/ML operation without model exchange at UE side and gNB side respectively, e.g., training data, supporting information, and so on. 
· Intermediate information exchanges between the UE and the gNB, e.g., gradient information.


	CAICT
	Proposal 1: For joint training of the two-sided model at a single side/entity, network-sided training should be considered with higher priority than UE-sided training.
Proposal 2: AI model transfer process should be specified for joint training of the two-sided model at a single side/entity.
Proposal 3: Dataset transfer from network to UE and AI model information exchanging between UE and network side should be considered for separate training at network side and UE side. 


	Panasonic
	Observation 1: Type 1 training involves the exchange of AI/ML model and then, requires some common AI/ML inference algorithm and common reference for model inference.
Observation 2: For Type 2 with offline training, if the consideration on the air interface specification impact on FP/BP interaction is not needed, there might be no Type 2 specific specification impact.
Proposal 1: For Type 3 training collaboration with network-first training, at least the option that network generates training dataset to enable UE side supervised learning should be studied.
Observation 3: For Type 3, 3GPP may need to define some kind of requirement of CSI encoding by input and output relation, performance test or something else. The input for the training can be 3GPP specified channel model or field raw data. The output for the training can be something 3gpp defined output or network vendor specific information. The UE model performance can be checked by 3gpp specification or inter-operability test (IOT).
Observation 4: Type 2 and 3 with offline training might be feasible options at least Re.18/19 timeline from standardization effort perspective. Type 1 with network sided training can be potential in the long-term.
Proposal 2: For each option of training collaboration, handling of rank of AI/ML model should studied.

	CMCC
	Proposal 1: For CSI compression using two-sided model use case, when using Type 1 training collaboration, the potential spec impact on AI model transfer need to be studied.
Proposal 2: For CSI compression using two-sided model use case, when using Type 2 training collaboration, the potential spec impact on forward propagation and backward propagation information exchange need to be studied.
Proposal 3: For CSI compression using two-sided model use case, when using Type 3 training collaboration, the potential spec impact on assistance signaling for AI model information need to be studied.

	ETRI
	Proposal 1: Study the potential specification impacts on the training collaboration type 3 with parallel training.
Proposal 2: Consider further studies on performance improvement of AI models with training datasets from realistic channel estimation.
Observation 1: For the CSI compression using two-sided AI/ML models, the training collaboration type 3 with parallel training allows the training of separated AI models with low communication overhead.
Observation 2: For the CSI compression using two-sided AI/ML models, the training collaboration type 3 with parallel training allows training of separated AI models of multiple vendors faster, easier, and with less overhead than the other training collaboration types.
Observation 3: One possible performance improvement of AI models with training datasets from realistic channel estimation, is training a denoising function additionally.
Observation 4: To train the additional denoising function of the AI model for CSI compression, obtaining a training dataset with pairs can be required.

	NVIDIA
	Proposal 5: In CSI compression using two-sided model use case, study the pros and cons of the following AI/ML model training collaborations:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
Proposal 6: For AI/ML model training for CSI feedback enhancement, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.


	Lenovo
	1. Study the training collaboration types considering the communication overhead and/or the corresponding latency, based on whether the communication between the network and UE sides during model training and model adaptation occurs over the NR air interface or via proprietary signaling
1. Study the advantages/disadvantages of joint training at the UE side vs. joint training at the network side with Type 1 training collaboration


	AT&T
	Proposal 1: In CSI compression using two-sided model use case with training collaboration type 1, further study potential specification impact on:
· Protocol and signalling mechanism to enable CSI compression specific model transfer. 
Proposal 2: In CSI compression using two-sided model use case with training collaboration type 2, further discuss necessity, feasibility, and potential specification impact to facilitate offline training including at least:  
· Format definition of information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., target CSI format, latent vector format, quantization/de-quantization method etc.  
· Format definition of gradients for forward and backward propagation 
· Model ID exchange between UE and NW
Proposal 3: In CSI compression using two-sided model use case with training collaboration type 3, for NW first sequential training, further study the following options for UE side CSI generation model training:   
· NW generate training dataset to enable UE side supervised learning. 


Proposal 4:  In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset and/or other information delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery from NW side to UE side for NW first training
· Quantization/de-quantization related information
· Note: other aspects are not precluded.  

Proposal 5: In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance   
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model training and deployment adhere to 3GPP’s open and fair framework


	Samsung
	Proposal 2-6: Deprioritize two-sided model training collaboration that requires extensive sharing of training, validation and testing datasets over the air-interface in this study item.
Proposal 2-7: Study the impact of the following factors on two-sided model development approaches:
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model development approaches adhere to 3GPP’s open and fair framework
Proposal 2-8: For Type 3 training collaboration, study performance impact of training/testing an encoder with a reference decoder.
Proposal 2-9: For AI/ML based CSI compression sub-use case, , study and verify model update of the encoder at the UE, where the gNB’s training strategy is not disclosed while transferring/configuring the AE.


	III
	Observation 1: Before performing CSI compression, the gNB and the UE should firstly agree on the adopted AI/ML models both on the CSI generation part and the CSI construction part. A procedure is therefore needed for the gNB and UE to decide the initial AI/ML models for the CSI generation part and the CSI construction part.
Observation 2: For the offline training, certain datasets should be available for a component (and this component may or may not be the UE or gNB), and this component is responsible for the training and testing to generate a set of weights/parameters (for the given AI/ML models).
Proposal 1: For offline training, a procedure may be needed such that the component responsible for the training and testing is able to send/deploy the generated weights/parameters to the CSI generation part and the CSI construction part.
Observation 3: As compared with the offline training, datasets are not needed for the online training, and therefore the online training can be used to adapt any deployment environment. In this case, the online training provides unique technical merit.
Observation 4: For the online training, there may not be datasets for training and testing, and the update of weights/parameters (for the given AI/ML models) may rely on the present performances of the CSI compression, CSI prediction, throughput, etc.
Observation 5: In online training, no component (either the CSI generation part or the CSI reconstruction part) both knows the true CSI and the reconstructed CSI. In this case, no component knows the difference (loss or gradient) between the true CSI and the reconstructed CSI. As a result, no component can perform model training, testing or weights/parameter updates.
Proposal 2: To enable online training for joint training, a procedure is needed for either the UE or the gNB to know the difference between the true CSI and the reconstructed CSI.
Proposal 3: To enable online training for separate training, since both the UE and the gNB need to train their own models, a procedure is needed for both the UE or the gNB to know the difference between the true CSI and the reconstructed CSI.


	Apple
	Proposal 2: Model update using training collaboration type 2 over 3GPP air interface incur high complexity and large overhead. It can be deprioritized for R18 study.  
Proposal 3: To facilitate future discussion on necessity and benefit of each training collaboration type, 
· Further categorize the training collaboration type 1 as: 1a-training at UE side, 1b-training at NW side. 
· Further categorize the training collaboration type 3 as: 3a-UE first and 3b-NW first.  
Observation 1:  Training collaboration type 1 with model weight update enables smaller AI model with per-cell/per-site inferencing.  
Observation 2:  Training collaboration type 3 achieve better engineering separation between UE and NW vendors.  
Proposal 4: For training collaboration type 3, for UE/NW first training, the UE/NW can update the model with newly collected data and send the new training dataset with model ID or dataset ID together with version number or time stamp for NW/UE side training.

	Qualcomm
	Observation 1:	For the AI/ML-based CSI feedback enhancement use case, the use of an AI/ML model for inference within a device would require prior offline device-specific optimization and testing.
Observation 2:	Type 1 training with device-agnostic encoder would result in a UE-side model that:
· is not optimized in a device-specific manner for the intended UE-side device, 
· assumes a structure and input format that is not compatible with the UE-side implementation capabilities, and
· may have sub-optimal performance due to a discrepancy between the training and inference data distribution due to device-side variations.
Observation 3:	Type 1 training performed on the NW-side with involvement of the UE-side vendor requires the UE-side to provide information (such as model structure, pre-processing, post-processing, datasets and ground truth) to the training entity to ensure that the trained models are suitable for inference.
Observation 4:	For NW-side type 1 training with UE-side involvement, developing a new model for a new UE device type or vendor can result in a large engineering effort across multiple vendors.
Observation 5:	It is feasible to train a two-sided AI/ML model using an offline Type 2 (multi-vendor) training approach with performance comparable to Type 1 training.
Observation 6:	For type 2 training, developing a new model for a new UE device type or vendor can result in a large engineering effort across multiple vendors if the NW-side or UE-side use a common model for multiple models on the opposite side.
Observation 7:	As compared to Type 2 training, the Type 3 offline training approach is more flexible as it does not require coordination during the training process.
Observation 8:	For Type 3 separate training, the engineering effort of adding a new UE type or new UE-side vendor is contained and does not propagate to other vendors even if the NW-side or UE-side use a common model for multiple models on the opposite side.
Observation 9:	For NW-first sequential training, the training based on gradient exchange provides several benefits in terms of flexibility in the input type, better alignment between the UE-side and NW-side model training, aligned dataset and avoiding disclosure of proprietary information.
Observation 10:	It is feasible to train a common NW-side model that is compatible with multiple UE-side models using Type 2 or Type 3 training approach with performance comparable to Type 1 training.
Observation 11:	Training type 1 (with device-specific encoder), training type 2 and training type 3 are applicable to both collaboration level y and level z.
Proposal 6:	Model development and training options should consider the need for the UE-part of two-sided AI/ML models to be designed based on the UE capabilities and optimized in a device-specific manner.
Proposal 7:	Model development and training options should strive for the principle of engineering isolation, i.e., confining engineering effort needed for a new chipset/UE development to the given chipset/UE vendor.
Proposal 8:	Model development and training options need to consider whether the model is developed for common use across a group of UEs or is developed for an individual UE.
Proposal 9:	Model development and training options need to consider feasibility of disclosing proprietary model information to the other side.
Proposal 10:	For AI/ML-based CSI feedback enhancement use-case, take offline training as a starting point.
Proposal 11:	Deprioritize Type 1 training with device-agnostic encoder in the R18 study.
Proposal 12:	Adopt the following two-sided model development/training framework:
· Case 1: Initial (non-backward-compatible) development/training of “nominal encoder + nominal decoder”
· The use of the nominal encoder at the UE-side is not mandated
· If needed, UE-side may implement a different proprietary encoder based on this decoder using Case 2.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The use of the nominal decoder at the NW-side is not mandated
· If needed, NW-side may implement a different proprietary decoder based on this encoder using Case 3.
· Case 2: Encoder development/training to be interoperable with existing decoders (e.g., encoders for new UEs or updating encoders for existing UEs):
· UE-side vendor trains new encoders based on the existing decoders.
· Infra vendor should make the existing decoders available (via either a run-time image or an API for training) for the encoder training.
· Case 3: Decoder development/training to be interoperable with existing encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the existing encoders.
· FFS: Need for encoder availability for decoder training


	NTT DOCOMO
	Observation 4: The performance of joint training is the upper bound of sequential training.
Observation 5: Three type of training procedures provides the similar performance, when the pre/postprocessing is aligned.
Observation 6: Type 2 and type 3 training procedure requires large signalling overhead due to the dataset transfer from one side to the other.  
Observation 7: Type 1 training procedure can provide good performance and requires less overhead signalling. However, the feasibility of model transfer is questionable in terms of the proprietary and hardware aspects. 
Proposal 4: Deprioritize type 2 training procedure even for the model update. 
Proposal 5: Study the framework of dataset delivery via 3GPP signalling considering type 3 training procedure. 


	MediaTek
	1. Categorize type 1 training into “type 1-training at UE” and “type 1-training at gNB”, and discuss the spec impact on each separately.  
Proposal 6 Discuss potential spec impact on exchangeable part of model in the inference phase including:
· Model format, pre/post-processing, quantization, input/output format.
· Signalling format to request and upload/download exchangeable part of AI/ML model
· Related UE capability
Proposal 7 Discuss sharing full AI/ML model or only the exchangeable part of AI/ML model to non-training entity for performance monitoring.
Proposal 8 For training type 2, discuss alignment of quantization/dequantization as well as format/precision of gradient vectors, latent vectors, and CSI samples.
Proposal 9 For single-encoder multi-decoder setting in training type 2, UE should not break down the training session into multiple single-encoder single-decoder training sub-sessions.
Proposal 10 In training type 2 for multi-encoder setting, if UE-specific datasets are used, the type of target CSI should be aligned among UE vendors.
Proposal 11 Discuss feasibility of synchronization/alignment required for different update scheduling in training type 2.
Proposal 12 If UE-specific datasets are used for multi-encoder training, consider sharing information on training-related parameters such as size of datasets, statistics of datasets, training loss, and update schedule.
Proposal 13 Consider sharing information about encoders’/decoders’ architecture type and complexity from entities doing training first to other entities. 
Proposal 14 For training type 2, discuss spec impact, performance impact, and possible alignment between latent and gradient quantization.



Summary: 
Metrics to facilitate pros/cons discussion of each training collaboration type are proposed. The metrics are summarized in proposal 3-1-1. The list of metric will facilitate future discussion to get a full picture of pros/cons of each training collaboration type.  
Proposal 3-1-1: 
In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance   
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Backward compatibility: to train new UE-side model backward compatible with existing NW-side model; Or to train new NW-side model backward compatible with existing UE-side model 
· Other aspects are not precluded

Please provide your view below:
	Company
	View

	Xiaomi
	We are fine with the proposal.

	MediaTek
	Support

	Huawei/HiSi
	We are fine in general, except 3 points:
1) 4th bullet is changed to gNB/UE specific optimization, since the gNB faces the same issue for Type 1 with model delivered from UE to gNB
2) Type 2 over air-interface has been deprioritized, so the overhead of gradient exchange does not need to be studied.
3) Engineering isolation not only means the isolation of updating a model, but also developing a model
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether gNB/device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to develop/update models separately
· Model performance   
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Backward compatibility: to train new UE-side model backward compatible with existing NW-side model; Or to train new NW-side model backward compatible with existing UE-side model 


	vivo
	We believe all aspects should not be equally treated. The prioritization or de-prioritization should be categorized as follows:
Prioritized aspects:
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance   

De-prioritized aspects:
· Whether device specific optimization is allowed
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Backward compatibility: to train new UE-side model backward compatible with existing NW-side model; Or to train new NW-side model backward compatible with existing UE-side model 

	OPPO
	Support

	NTT DOCOMO
	Support the proposal.

	ZTE
	Support

	CATT
	Support.

	FUTUREWEI
	We agree with Huawei’s comment that gradient exchange over air-interface has been deprioritized, thus, there is no need to specify here again.

	Qualcomm
	For overhead, it would be better to clarify whether the overhead is referring to the air-interface overhead or some other overhead. 
Model performance will be captured already in the 9.2.2.1 agenda in detail, so there should be no need to duplicate here.

	LG Electronics
	Support

	Samsung
	OK


Proposal 3-1-1(v1): 
In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether gNB/device specific optimization is allowed
· Air interface overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to develop/update models separately
· Model performance   
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Backward compatibility: to train new UE-side model backward compatible with existing NW-side model; Or to train new NW-side model backward compatible with existing UE-side model 
· Other aspects are not precluded

Proposal is updated based on comment. For now, we do not plan to prioritize items in the list. Instead, we strive to analyze different training types with respect to each metric for pros/cons.  
Please provide your view below:
	Company
	View

	
	


Proposal 3-1-2: 
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset and/or other information delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery from NW side to UE side for NW first training
· Data sample format/type and the dataset size  
· Quantization/de-quantization related information
· Note: other aspects are not precluded.  


Please provide your view below:
	Company
	View

	Xiaomi
	Support. We prefer to NW first training with high priority for study.

	MediaTek
	Support

	Huawei/HiSi
	Support.

	Vivo
	We are supportive of it.

	Fujitsu
	Support. The NW first training is preferred from our point of view.

	OPPO
	Support

	NTT DOCOMO
	In type 3 training procedure, the shared dataset after the first training is generated by certain model. The model information associated with the dataset should be included in the proposal for further study.
Mod: Model info associated with the dataset is proprietary, and may/may not share.  If model info is shared, it can be part of other information. 

	ZTE
	Support. The NW first training is preferred as a starting point from our perspective.

	CATT
	Generally fine. Can we confirm that ‘other information’ may include ‘Format of input-CSI-NW and/or output-CSI-UE’?.
Mod: Input-CSI-NW and output-CSI-UE format can be specified by spec, or can be part of info which describe the format. Other information can also include assisted information on the dataset itself.  

	FUTUREWEI
	We are ok with the proposal.

	Qualcomm
	Regarding the first two items, the dataset delivery for the second stage of Type 3 training happens between training servers and does not have any air-interface signaling impact.
Regarding quantization, is this referring to the quantization of the ground truth data in the dataset, or quantization of the CSI feedback payload? It would be preferable to keep this proposal limited to dataset related aspects and remove the item about quantization.
Mod: It is ground truth data quantization for dataset. 

	LG Electronics
	Support. 

	Samsung
	Ok



Data collection 
Following table summarize company’s proposals related to data collection  

	Company
	Key Proposals/Observations/Positions

	FUTUREWEI
	Proposal 1: For CSI compression using two-sided model use case, prioritize reusing/enhancing existing protocol(s) to support data collection for AI/ML model training and inference.
Proposal 2: For CSI compression using two-sided model use case, study potential standards impact related to data collection at least for the following areas:
· Signalling/protocol enhancement needed to support the data collection, e.g., RRC, CSI-RS/SRS. 
· Configuration and the corresponding signalling support for the indication of type and format of the CSI data, e.g., channel matrix or eigenvectors, quantized or non-quantized.

	Keysight Technologies UK Ltd, Universidad de Málaga
	Proposal 3: The generalization capabilities of AI models for CSI compression should be investigated using datasets built for 3GPP channel models (e.g., UMa/UMi/InH) particularized for a given propagation condition (outdoor/indoor, LOS/NLOS). In addition, some LSPs, such as DS or UE speed, can also be particularized to investigate the generalization capabilities of such LSPs.

	Huawei
	Observation 1: The overhead of data collection and report for ground-truth CSI may not be a big issue considering that the average overhead of data collection is relatively small during the long period of model training/updating/monitoring as well as dataset compression.
Proposal 1: Potential specification impact of the Network side data collection of ground-truth CSI reported via air-interface should be studied for the model training/updating/monitoring purpose.
· Enhancement of SRS and/or CSI-RS measurement/reporting, e.g., enhancement to enable higher accuracy measurement 
· Data sample format: Scalar quantization and/or Codebook based quantization, e.g., Rel-16 TypeII-like with higher resolution.
· Data sample type(s), e.g. eigenvector, channel matrix, etc.
· Container, e.g., RRC signalling, PHY signalling (UCI).
· Signaling for triggering/configuring the data collection procedure.
Proposal 2: For the Network side data collection of ground-truth CSI, the number of ranks and the index(es) of layer(s) for the report of ground-truth CSI can be designated by the gNB rather than autonomously calculated and reported by UE.
Proposal 3: For the potential specification impact of data collection of the CSI compression sub use case, the potential assistance signaling for UE’s data collection includes at least:
· Enhanced CSI-RS for DL channel measurement, e.g., training dedicated CSI-RS
· Signaling for triggering/configuring the data collection procedure
· Signaling for requesting the data collection procedure, including the meta information for the required data samples/dataset, e.g., the type of needed data samples, the size of the requested dataset, etc.
Proposal 4: For the UE side data collection of the CSI compression sub use case, the necessity and content of assistance information in forms of an ID needs to be further clarified and justified.

	Ericsson
	Proposal 15 [bookmark: _Toc127520262][bookmark: _Ref126159778]For CSI compression use case, it is required that standardized procedures and associated data format for UE to gNB data collection of a high-resolution CSI (target CSI) is supported to enable model monitoring and to provide data for enabling decoder fine tuning. 
[bookmark: _Toc126745665][bookmark: _Toc127343520][bookmark: _Toc127343030][bookmark: _Toc127343649][bookmark: _Toc127343725][bookmark: _Toc127520278][bookmark: _Toc127344466]Observation 3: Specification of UE to network data collection of UE measurements of target CSI is motivated by both monitoring and decoder adaptation purposes
[bookmark: _Toc126745666][bookmark: _Toc127343650][bookmark: _Toc127343726][bookmark: _Toc127344467][bookmark: _Toc127343521][bookmark: _Toc127343031][bookmark: _Toc127520279][bookmark: _Toc126745669][bookmark: _Toc126745668]Observation 4: RAN1 need to define requirements for the NW data collection of UE measurements while RAN2 studies the procedures using these requirements. 
[bookmark: _Toc127520266][bookmark: _Toc118316451]Proposal 5 For NW data collection for model training a measurement occasion consists of a single CSI-RS resource

[bookmark: _Toc118316453][bookmark: _Toc127520267]Proposal 6 For NW data collection for model training for the CSI enhancement use case, a UE should log all measurements performed on CSI-RS stored in a high resolution target CSI format in addition to the assistance information (e.g., time stamps, cell ID, and/or UE location) and if available, also the encoder output (latent space as sent over UCI) obtained from the same measurement as the target CSI.
[bookmark: _Toc118316455][bookmark: _Toc127520268][bookmark: _Toc118716858][bookmark: _Toc118716907][bookmark: _Toc118721567][bookmark: _Toc118721337][bookmark: _Toc118461943][bookmark: _Toc118709441][bookmark: _Toc118709442][bookmark: _Toc118716859][bookmark: _Toc118716908][bookmark: _Toc118721568][bookmark: _Toc118461944][bookmark: _Toc118721338]Proposal 7 For NW data collection for model training for the CSI compression use case, RAN1 should study and define the candidate values of measurement occasion interval (data logging interval) and duration to be used as an input to further RAN2 work.
[bookmark: _Toc127520269]Proposal 8 Studies on UE side data collection can be considered for the one-sided (UE side) CSI prediction sub use case


	ZTE
	Observation 1: When model training or monitoring is performed at network side, the overhead of the ground-truth label transmitted over the air-interface from UE to network is a huge concern if the ground-truth CSI is an ideal CSI (e.g., raw channels, eigenvectors).
Observation 2: In our companion contribution, the overhead of enhanced Type II CB (i.e. PC10) for one training sample increases by 50% compared with the maximal payload of Rel-16 TypeII CB (i.e., PC8), which can be acceptable to be carried on UCI.
Proposal 4: For high-resolution data collection, reporting high-resolution data from UE to Network via air-interface should be studied at least for 
· High-resolution codebook, e.g., enhanced Rel-16 TypeII codebook.
· Signaling for reporting high-resolution data, e.g. RRC signaling, PHY signaling.
Proposal 5: Further study the potential solutions and specification impacts regarding the data quality during data collection. 
Observation 3: During model identification process, UE should disclose which dataset has been used for training the CSI generation part, which facilitates network side to choose corresponding CSI reconstruction part.
Proposal 6: Further discuss dataset identification process/method, which is to identify a dataset for the common understanding between the NW and the UE.
Proposal 7: For model inference operation, further study at least the following aspects:
· Data required for model input, e.g., reference signal configurations and assistance information delivery
· Report feedback based on the model output, e.g., UCI mapping order and priority
· Inference latency, e.g., the relationship between inference latency and CSI reference resource


	OPPO
	Proposal 2: Study data collection, including
· Identify the metadata that could be helpful to the AI/ML training/verification/testing/fine-tuning, e.g. assistance information relates to scenarios and configurations
· Study potential signaling and procedure to enable metadata collection
Proposal 3: ID tags associated with metadata can be used to facilitate the indication and description of training data
Proposal 4: Study data collection, including
· Identify whether the existing CSI-RS/SRS and CSI feedback mechanisms could meet the needs of model training/verification/testing/fine-tuning 


	vivo
	Observation 7: Enhanced legacy codebook can be used for data collection (CSI measurement), and enhancements for different data collection purpose can be different
Proposal 1: RAN1 could send LS to RAN2 to clarify the requirement of data collection in CSI compression (and other use cases).
Proposal 2: Meta information reporting for data collection should be studied to facilitate the development of scenario-/area-/configuration-specific models. 


	LG
	Proposal #1: For CSI compression, study potential specification impact of UE side data collection including at least 
Assistant information of UE data collection
Signaling for triggering/configuring/requesting the data collection.
Proposal #2: For CSI compression, study potential specification impact of NW side data collection including at least 
Signaling for triggering/configuring/requesting the data collection
Signaling/procedure for ground-truth CSI

	Xiaomi
	Observation 1: Rel-17 port selection type II codebook as the training data type can reduce computation complexity and feedback overhead.
Observation 2: Cell-specific reference can be used to collect data, which makes dimension of collected data be same and reduce configuration signalling.
Proposal 3: The overhead reduction and procedure of data collection for AI/ML model training should be studied.


	Nokia
	Proposal 8: For data collection for two-sided model training, RAN1 shall further discuss the necessity of a remote server storing data set(s) to facilitate joint/separate training or model updates (due to data set changes). 

Proposal 9: For data collection for two-sided model training, RAN1 shall further investigate the data storage formats to understand the possibilities. 
· The format of the stored data set may depend on whether the joint or separate (UE-side first or network-side first) training is applied. 

Proposal 10: For data collection for two-sided model training, RAN1 shall further investigate whether generalization issues can be handled by multiple trained models with different data sets, the potential specification impact when identifying such models, and how to support switching of models. 

Proposal 11: For data collection for two-sided model training, RAN1 shall further investigate whether a stored data set can be updated over time, how to facilitate such data set updates such that updates are known at nodes associated with two-sided models, and model updates associated with the updated data sets. 


	CATT
	Proposal 1: For CSI compression using two-sided model, data collection at network side for model training is supported. 


	Fujitsu
	Proposal-1: On collecting ground-truth CSI at NW for AI/ML model training/monitoring in CSI compression using two-sided AI/ML models, study potential specification impacts on collecting ground-truth CSI, including the following aspects:
· Content: high resolution quantization of the ground-truth CSI, e.g., Rel-16 type II-like codebook with new parameter values.
· Configurations: including resource configuration and reporting configuration.

Proposal-2: On collecting ground-truth CSI at NW, study using both the following methods for reporting:
· Option 1: physical layer signaling, e.g., UCI, for the case of AI/ML model performance monitoring.
· Option 2: higher layer signaling, e.g., RRC, for the case of AI/ML model training.

Proposal-3: Regarding delivering dataset in the issue of data collection, we suggest RAN2 studies the required signaling and procedures. In particular, it is suggested that the discussion of model transfer/deliver may be used as a reference.

Proposal-4: On the data collection for Type 3 training and finetuning-based UE-side model update, further study the signaling needed for dataset exchange over the air.

Proposal-5: On the data collection for AI/ML model training/monitoring, study the potential specification impacts on collecting both two options of AI/ML model input types:
· Option 1: precoding matrix.
· Option 2: raw channel matrix (i.e., full Tx * Rx MIMO channel).
For option 2, further study the potential enhanced configurations needed from the following aspects:
· Quantization methods for the raw channel matrices.
· Transformed domain for representing the raw channel matrices.


	NEC
	Proposal 2: Study the mechanism of obtaining RSs specific for data collection in model training, model update and model monitoring, e.g., explicit configuration, implicit acquirement.


	CMCC
	Proposal 4: For AI based CSI compression, the spec impact on high resolution quantization for dataset delivery over air-interface could be considered.
Proposal 5: For AI based CSI compression, the following two high resolution quantization method could be considered for dataset delivery:
•	High resolution scalar quantization, e.g., Float32, Float16, etc.
•	High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
Proposal 6: For AI based CSI compression, the CSI-RS enhancement can be studied for UE’s and gNB’s dataset collection.
Proposal 7: For AI based CSI compression, the SRS enhancement can be studied for gNB’s dataset collection.
Proposal 8: For AI based CSI compression, the signalling for UE reporting the measured CSI can be studied for gNB’s dataset collection.


	ETRI
	Proposal 3: Consider the assisted signaling for UE’s data collection for performance improvement of AI models with training datasets from realistic channel estimatio

	Lenovo
	1. Evaluate schemes related to transfer of CSI dataset for different stages of the LCM
1. Evaluate the following CSI training data signaling techniques:
· Alt1. Proprietary signaling via non-3GPP techniques
· Alt2. Legacy CSI dataset feedback where the NR codebook-based CSI is utilized as CSI training data
· Alt3. Explicit CSI-dataset feedback via enhanced 3GPP-based signaling of the CSI training data
1. Evaluate the following CSI training data formats:
· Alt-A. Legacy codebook-based dataset points generated via multiple occasions of NR codebook-based CSI feedback
· Alt-B. High-resolution codebook-based dataset points generated via high-resolution variants of NR-based CSI codebooks
· Alt-C. Floating point representation of raw CSI data, e.g., raw channel matrices or sets of channel eigenvectors

	Apple
	Proposal 5: Consider following CSI-RS configuration enhancement for data set collection at UE side.
· Enable training assisted information in CSI-RS configuration. 
· Enhance CSI-RS reliability with repetition.
· Enable cell specific CSI-RS for AI based data collection. 
Proposal 6: For data set collection at the NW side, SRS based channel measurement is preferred.  

	Qualcomm
	Proposal 2:	For data collection for model training, RAN1 should focus on what data should be collected. Mechanism for training data collection needs architectural considerations and should be handled by other working groups.
Proposal 3:	For AI/ML-based CSI feedback using two-sided model, the procedure used to process the downlink measurements and derive the input to the UE-side model during inference should be left to UE implementation.
Proposal 4:	While generating the training dataset, the target CSI corresponding to a downlink measurement should be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
Proposal 5:	Study assistance signalling for UE’s data collection in the form of a zone ID, scenario ID, and configuration ID.


	MediaTek
	Proposal 19 While gNB is main entity in establishing data collection procedure, UE should provide gNB with a range of possible options for configurations of the data collection procedure including but not limited to:
· Types of input CSI 
· Types of assistant information
· Quantization parameters
· Periodicity of data collection
· Maximum amount of data collected per period
Proposal 20  Discuss the quantization of data in the following aspects:
· Decisioning entity
· Quantizable information (CSI samples and assistant information)
· Configuration changes (per sample or per dataset)



   

Proposal 3-2-1:  
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement for AI/ML model training including at least  
· Enhancement of CSI-RS configuration, e.g., training specific/cell specific CSI-RS design, enhancement to enable higher accuracy measurement
· Assistance information for UE data collection in forms of an ID, e.g., dataset ID, configuration ID, scenarios ID, site ID etc
· Signaling for triggering/configuring the data collection procedure
· FFS: 

Proposal 3-2-2:  
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection for AI/ML model training/validation/testing/fine-tuning and performance monitoring including at least:   
· Enhancement of SRS and/or CSI-RS measurement/reporting, e.g., enhancement to enable higher accuracy measurement 
· Measurement report of the ground-truth CSI including: 
· Data sample type, e.g., eigenvector, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization, e.g., R16 type II like with higher resolution. 
· Container for the data samples: e.g., RRC signaling, PHY signaling (UCI), or PUSCH
· Assistance information (e.g., time stamps, cell ID, and/or UE location)
· Signaling for triggering/configuring the data collection procedure, e.g., measurement occasion interval (data logging interval) and duration

Please provide your view below on the two proposals here:
	Company
	View

	Xiaomi
	Support

	MediaTek
	Support

	Huawei/HiSi	
	
For the UE side data collection, the ID information should be an implicit ID and not represent physical meaning:
· Assistance information for UE data collection in forms of an implicit ID, e.g., dataset ID, configuration ID, scenarios ID, site ID etc for tagging the data.
· The implicit ID should not disclose proprietary information

For the NW side data collection, three comments/questions: 
1) for the container, does PUSCH mean “UCI on PUSCH”? If so, it does not need to be separately listed with UCI. 
Mod: It means user plane solution, not UCI on PUSCH. 
2) for the assistance information, as the data samples are small scale CSI, we do not see how the UE location can help the NW to generate dataset and train/monitor, and it also discloses user privacy, thus it is removed.
3) the implicit ID provided by UE can be equally applied to NW data collection, to tag different UE devices (which will cause different data distributions due to specific RF characteristic, channel measurement, etc.)
· Container for the data samples: e.g., RRC signaling, PHY signaling (UCI), or PUSCH
· Assistance information (e.g., time stamps, and/or cell ID, and/or UE location, and implicit ID for tagging the data)

	vivo
	Statistically, CSI-RS- and SRS-based measurements are the same even for FDD channel. Both discussions should be taken.
Mod: SRS is in NW part. 

	Fujitsu
	Support in general. We need to further clarify the necessity of introducing explicit ID for dataset, configuration, scenario, site (assistant information). Besides, we support vivo’s view on SRS-based measurement.

	OPPO
	support

	NTT DOCOMO
	We are fine with the proposal in general. However, the necessity of RS enhancement for higher accuracy should be discussed in 9.2.2.1 first. If the proposal is intended to discuss in 9.2.2.1, it should be mentioned.

	ZTE
	Support in general. 

	CATT
	Maybe OK. But for both proposals, we think the first bullet should firstly demonstrate that current CSI-RS or SRS cannot fulfill the accuracy demand of model training. Otherwise the motivation of enhancement is not strong.

	FUTUREWEI
	For UE side data collection (Proposal 3-2-1):
· The concept of using ID in dataset and scenario has not been agreed yet, so we suggest having discussion on how to use ID to identify dataset and scenario first.
· For consistency, Proposal 3-2-1 should also include examples like “measurement occasion interval (data logging interval) and duration”.

	Qualcomm
	We suggest to remove “validation/testing/fine-tuning and performance monitoring”   since they have different requirements for data collection. Also, for monitoring, there could be other types of quantities to report related to UE-side monitoring. It would be better to keep this proposal focused on data collection for training.

RAN1 should focus on studying what data to collect. The mechanism for how to collect it should be studied in other working groups. Hence, we ask to remove the item on “Container for the data …”. Also, the need for higher accuracy measurement has to be justified. 

The term “measurement report of the ground-truth CSI” already assumes something about the data collection mechanism before it can be studied. We suggest replacing it with “Contents of the ground-truth CSI data including”.

	LG Electronics
	Regarding RS design, we think current RS design is a starting point.



Proposal 3-2-1(v1):  
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement for AI/ML model training including at least  
· Enhancement of CSI-RS configuration, e.g., training specific/cell specific CSI-RS design, enhancement to enable higher accuracy measurement
· Assistance information for UE data collection in forms of an implicit ID, e.g., dataset ID, configuration ID, scenarios ID, site ID etc for tagging the data.
· The implicit ID should not disclose proprietary information
· Signaling for triggering/configuring the data collection procedure


Proposal 3-2-2(v1):  
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection for AI/ML model training/validation/testing/fine-tuning and performance monitoring including at least:   
· Enhancement of SRS and/or CSI-RS measurement/reporting, e.g., enhancement to enable higher accuracy measurement 
· Contents Measurement report of the ground-truth CSI including:  
· Data sample type, e.g., eigenvector, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization, e.g., R16 type II like with higher resolution. 
· Container for the data samples: e.g., RRC signaling, PHY signaling (UCI), or PUSCH (user plane)
· Assistance information (e.g., time stamps, and/or cell ID, and/or UE location, and implicit ID for tagging the data)
· Signaling for triggering/configuring the data collection procedure, e.g., measurement occasion interval (data logging interval) and duration


Please provide your view below:
	Company
	View

	
	



Inference related spec impact 
Following table summarize company’s proposals related to inferencing  
	FUTUREWEI
	Proposal 3: For CSI compression using two-sided model sub use case, study potential specification impact to support the alignment between the quantizer at the UE side and the de-quantizer at the NW side for different training collaboration types, involving at least the following:
· Signalling/protocol support configuration and exchanging the quantization method
· Signalling/protocol support exchanging quantization dictionary/codebook
· Signalling/protocol support for updating quantization method, dictionary/codebook 

	Keysight Technologies UK Ltd, Universidad de Málaga
	Proposal 1: The evaluation of CSI feedback enhancement use-case should also consider rank adaptation (RI) and adaptive modulation and coding (CQI).
Proposal 2: Companies should report the algorithms used to obtain the PMI, RI, and CQI used for the purpose of obtaining a baseline performance.
Proposal 4: There are situations where a performance benefit can be obtained thanks to the use of model switching compared to the case of using a model trained with a mixed dataset that represents different scenarios. Solutions using model LCM should be assessed to evaluate the performance benefits and overhead costs of this solution compared with a single model solution.

	Huawei
	Observation 8: If monitoring of input data drift is to be further studied, the data drift or out-of-distribution can be reflected by probability distribution function (PDF) or centroids between monitored input data and training data.
Observation 9: Motivation for output data drift is not clear, since the failure of AI/ML model may not be reflected by the output drift.
Observation 10: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, the potential spec impact for methods of removing the impacts of other factors other than model performance can be studied for the UE side monitoring mode.
Observation 7: The provision of some assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
Proposal 7: In CSI compression using two-sided model use case, further study potential specification impact of the following input-CSI-NW and output-CSI-UE options:
· Option 1: Raw Channel matrix, e.g., raw channel is in frequency domain or in delay domain.
· Option 2: Precoding matrix, e.g., the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation).
Proposal 8: For the study of the potential specification impact of CQI determination for AI/ML-based CSI compression, CQI compensation based on some assistance of Network indication can be considered as a candidate solution.
Proposal 9: For the CSI report of AI/ML-based CSI compression, legacy RI report procedure can be reused as a starting point.
Proposal 10: In CSI compression using two-sided model use case, the gNB should be enabled to flexibly configure the maximum CSI payload size with the following two candidate options for study
· Option 1: gNB configures an AI/ML model with scalability over a set of maximum CSI payload sizes, and additionally configures the specific maximum CSI payload size.
· Option 2: gNB configures an AI/ML model non-scalable to maximum CSI payload size, i.e., corresponds to a specific maximum CSI payload size.
Proposal 11: In CSI compression using two-sided model use case, the UE should be enabled to flexibly select a specific CSI payload size constrained by the configured maximum CSI payload size.
· If multiple AI/ML models are adopted each of which is non-scalable over CSI payload sizes, i.e., corresponds to a specific CSI payload size constrained by the configured maximum CSI payload size, the selected CSI payload size is reported to implicitly represent the model ID.
Proposal 12: In CSI compression using two-sided model, further study potential specification impact on the vector quantization and scalar quantization.
· For vector quantization, the format/size of the vector quantization dictionary, and the configuration/reporting/updating of the quantization dictionary.
For scalar quantization, the format of the scalar quantization dictionary, including uniform

	Ericsson
	1. [bookmark: _Toc127343648][bookmark: _Toc127343029][bookmark: _Toc127343519][bookmark: _Toc127344465][bookmark: _Toc127343724][bookmark: _Toc127520277]An approach based on the eType-II framework, with more selected beams, taps, and coefficients compared to existing eType-II, and with finer resolution in the quantization of the coefficients has the potential to accurately describe the true Tx-eigenvector.
[bookmark: _Toc127520265]Proposal 4	Target CSI is standardized by use of the implicit CSI reporting principle (precoding vector) and is based on the eType-II framework. Study further the parameter values, e.g., of L, p_v, β,..
1. [bookmark: _Toc127520270]For CSI use case in this SI, down-prioritize studies on model transfer 
1. [bookmark: _Toc118726095][bookmark: _Toc126745670][bookmark: _Toc127343727][bookmark: _Toc126058676][bookmark: _Toc127343032][bookmark: _Toc127343651][bookmark: _Toc127344468][bookmark: _Toc118726302][bookmark: _Toc126052294][bookmark: _Toc127343522][bookmark: _Toc126323385][bookmark: _Toc127520280]If the pre-processing contains removal of raw channel subspace (by the UE), then information about the remaining subspace (e.g., the SD and FD basis vectors) needs to be reported to the network side along with the encoder output bits.
1. [bookmark: _Toc127520271]For determination of RI and CQI: Use UE implementation-based RI. CQI should be conditioned on the target CSI.
1. [bookmark: _Toc127520272]If raw channel-based CSI reporting is supported (i.e. full Tx * Rx MIMO channel), then the CSI report does not contain any of RI, LI or PMI. 
1. [bookmark: _Toc127343728][bookmark: _Toc127343523][bookmark: _Toc127344469][bookmark: _Toc127343652][bookmark: _Toc127520281][bookmark: _Toc127343033][bookmark: _Toc127343034]Given the potential complexity arising from unmatched quantization, proponents of non-standardized quantization need to motivate the benefits to why the quantization should not be standardized.
RAN1 to study whether the number of quantization levels per encoder output should be fixed or configurable by the network in CSI report configuration
[bookmark: _Toc127343653][bookmark: _Toc127343729][bookmark: _Toc127344470][bookmark: _Toc127343035][bookmark: _Toc127343524][bookmark: _Toc127520282][bookmark: _Toc127343037]It is feasible to have a quantization-common model, the performance difference to a quantization-specific model is non-substantial.

	ZTE
	Proposal 8: In CSI compression using two-sided model use case, further study potential specification impact of the following options for input-CSI-UE and output-CSI-NW: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain
· 1b: The precoding matrix in angular-delay domain
· Option 2: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: Raw channel is in spatial-frequency domain
· 2b: Raw channel is in angular-delay domain
Observation 4: The CQI calculation based on the monitored output CSI at UE can be applicable for CSI compression using two-sided model sub use case and shows that the average system UPT can be achieved almost the same as Case 1a (i.e., performance upper-bound for all cases).
Proposal 9: To facilitate discussion, the following categorization is proposed for different CQI determination options:
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using pre-coded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1: Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2: Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
Proposal 10: Prioritize Case 2a and Case 2b-2 for CQI calculation as a starting point for further study.
Proposal 11: In CSI compression using two-sided model use case, LI determination should be studied along with CQI determination.
Proposal 12: In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
Proposal 13: Further study potential specification impact on more channel information reported for MU-MIMO scheduling, e.g., full rank report based on the AI/ML model.
Proposal 14: In CSI compression using two-sided model use case, further study the following quantization alignment options:
· For scalar quantization scheme, the quantization dictionary should be aligned including quantization type, quantization level, quantization pattern, etc.
· For vector quantization scheme, the quantization codebook should be aligned including the length of codeword, the size of codebook, etc.
· The configuration/reporting/update of the quantization dictionary/codebook


	Spreadtrum Communications
	Proposal 4: Aperiodic CSI reporting should be considered firstly.
Proposal 5: The configuration of CSI-ResourceConfig and/or CSI-ReportConfig should be enhanced.
Proposal 6: The type of the input of CSI generation model or the type  of the output of CSI reconstruction model should be exchanged between UE and NW.
Proposal 7: CQI/RI still should be included in the CSI report with the assumption of ideal eigenvector(s) as the PMI.
Proposal 8: At least, the size of the output of CSI generation model w/ or w/o quantization should be known for gNB in some way, e.g., based on CSI part 1.
Proposal 9: The priority for AI/ML based CSI feedback needs to be considered.
Proposal 10: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.


	Oppo
	Proposal 5: In CSI compression using two-sided model use case, further study the following cases for CQI determination in CSI report, if CQI in CSI report is configured. 
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including 
· CQI is calculated based on target CSI from the realistic channel estimation
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication if configured 
· Potential CQI compensation based on monitored performance
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead
Proposal 6: Regarding the CSI input, 
· when UE obtains the encoder from NW in a 3GPP non-transparent way, the network needs to explicitly or implicitly indicate the input interface format of the encoder, e.g. data type, dimension size, normalization/quantification schemes.
· when UE obtains the encoder in a 3GPP transparent way, no need to indicate the input interface through 3GPP protocols
Proposal 7: For CSI compression using two-sided model use case, further study potential specification impact of the following nominal output CSI/nominal input CSI options: 
· Option 1: Precoding matrix
· 1a: The precoding matrix is in spatial-frequency domain
· 1b: The precoding matrix is in angular-delay domain 
· Option 2: Raw Channel matrix
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded
Proposal 8: The training complexity, inference complexity, signaling cost for indication and standardization impact of different quantization/dequantization methods need to be evaluated.
· If the quantization/dequantization scheme is not a key contributor to CSI compression/recovery performance, the quantization/dequantization schemes that are relatively simple, easy to indicate and have less standardization impact(e.g. case 2-1) should be selected first.
Proposal 9: In CSI compression using two-sided model use case, further study potential specification impact on the quantization/dequantization method for the compressed CSI, including
· At least for training collaboration type3, quantization/dequantization methods should be specified and aligned to ensure the encoder and encoder to be well trained and could work together
· For NW first training, network should indicate the quantization [or the dequantization] method for the compressed CSI to UE.
· For UE first training, UE should indicate the dequantization [or the quantization] method for the compressed CSI to NW.
· Study potential signaling and procedure to indicate the quantization/dequantization method


	Google
	Proposal 2: The input of CSI compression based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1. 
Proposal 3: The output of CSI compression should be the compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 4: The CSI report for CSI compression should comprise the beam index(es) for W1 selection and compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 5: The study of the report of compressed CSI should be based on Rel-15 CSI report mechanism, where the CSI is reported in two parts in PUSCH.
Proposal 6: Study the priority rule for AI/ML based CSI report and non-AI/ML based CSI report with regard to CSI collision handling and CSI omission.
Proposal 7: The AI/ML based CSI compression should consider the following types of UE: 
· Type 1 UE (low performance UE): CSI compression is based on general processing unit (GPU)
· Type 2 UE (high performance UE): CSI compression is based on neural processing unit (NPU)
Proposal 8: Study the AI/ML model adaptation for CSI compression, where different AI/ML models may be with different compression ratio

	vivo
	Proposal 3: Study other monitoring methods to reduce the signalling overhead for performance monitoring in CSI compression.
Proposal 4: Study mechanisms for the two sides to jointly select a model among multiple candidate models, including:
Proposal 5: Triggering conditions
Proposal 6: How to conduct multi-model performance monitoring for purpose of model selection
Proposal 7: Sharing of model selection results between NW and UE in CSI compression, where model ID based solution can be considered as a starting point.
Proposal 8: Study the potential specification impact of triggering conditions for Model selection, switching/activation/deactivation, fallback. 
Proposal 9: For ID based model management, study the following options for signaling design for model switching/activation/deactivation among multiple models: RRC-based, MAC CE-based, DCI-based.
Proposal 10: Study the potential specification impact of the alignment of quantization method at UE side and dequantization method at NW side based on different training collaboration types for CSI compression.
Proposal 11: For AI/ML based CSI compression, study calculating CQI based on target CSI with realistic channel measurement and potential adjustment.
· Note: Adjustment can be done on target CSI or calculated CQI.

Observation 14: Quantization-non-aware training for CSI compression would suffer from a significant performance loss compared with Quantization-aware training.
Observation 15: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.



	LG
	Proposal #3: Study reporting enhancement for CSI compression including at least 
· how to report CSI generated by AI/ML
· whether/how to enhance CSI priority and CSI omission
Proposal #4: For CQI and/or RI determination of two-sided AI/ML based Spatial-Frequency CSI compression, consider following options.
· Opt 1. Trigger another non-A/ML based CSI report 
· Opt 2. Report new CSI contents instead of CQI and/or RI
· Opt 3. Allow UE to have AI/ML model information for decoder
· Opt 4. UE initially calculates CQI based on eigenvector from channel measurement and adjust it based on offset information configured from gNB.
Proposal #5: Consider enhancement of UE CSI processing procedure including CPU and CSI reference resource for AI/ML based CSI feedback.
Proposal #5: Consider at least following aspects for fallback operation
· Condition of Fallback mode
· NW initiated Fallback mode


	xiaomi
	Proposal 4:  It should be supported that CQI calculated using two stage approach, where UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder should be supported.
Proposal 5: CSI reporting with two parts, i.e., Part 1 and Part 2 for AI/ML based CSI feedback with two-sided model should be as a starting point.


	Nokia
	Proposal 1: RAN1 shall agree on the type/dimension/configuration of the output CSI (e.g., channel eigenvector, full channel matrix, transformed channel matrix to angle-delay domain) using a two-sided model. 
· Corresponding post-processing of output CSI can be left for NW vendors’ proprietary scheme.

Proposal 2: For NW-first separate training scenario, the training dataset for UE-side model training needs to be studied to determine how to acquire a common format of data (input to a hypothetical UE model, i.e., input-CSI-NW) across multiple UE vendors. 
· This investigation needs to be done with the generalization of this concept over multiple NW vendors in mind.
· This issue can be alleviated by our Proposal 1, i.e., by limiting the underlining type/dimension/configuration of the output CSI (which should maintain similarity to input-CSI-NW, as input to AI encoder at UE should be reflected to the output of AI decoder at NW in principle). This will also facilitate the interpretation of the conveyed channel information at the NW side for better precoding operation for DL MIMO.

Proposal 3: Regarding the quantization scheme for CSI feedback, a scalar quantization scheme with a limited bit size needs to be studied especially for bounded input to the AI encoder use case, e.g., channel eigenvector compression. 
Proposal 4: Regarding vector quantization scheme for CSI feedback for Type 2 or Type 3 two-sided model training collaboration scenarios, the degree of required alignment between quantizer/dequantizer at UE-side/NW-side respectively needs to be studied, e.g., the length of a codeword, the size of a codebook, and the distance metric (or quantization rule) in use.
Observation 1: The size of VQ codebook can cause limitations/difficulties in using VQ and needs to be investigated.
Proposal 5: RAN1 may investigate sharing the relevant quantization architecture and parameters from one network entity to the other. For example, the type of quantization and quantization parameters can be shared with the other network node. The quantization parameters depend on the quantization type and may include:
· For scalar uniform quantization: number of quantization bits/levels, the minimum and maximum range of quantization
· For scalar non-uniform quantization: number of quantization bits/levels, the minimum and maximum range of quantization, type of non-linear function and its parameters
· For vector quantization: Codebook size and all the codewords

Observation 2: For scalar quantization, with the same quantization type and hyperparameters, case 2-1 training provides superior performance compared to case 1.
Observation 3: For vector quantization, with the same hyperparameters (codebook size), case 2-2 training provides superior performance compared to case 1.
Proposal 6: To evaluate the performance degradation caused by a quantization block, we may define quantization loss as the difference between the reconstruction metric (SGCS or NMSE) in inference with quantization compared to the training and inference without quantization. The quantization loss metric can be defined for case 1, case 2-1, and case 2-2 (regardless of the quantization type). It may make more sense to report the quantization loss in the dB scale.
Proposal 12: RAN1 shall study the possible specification changes when supporting an ML model with multiple compression ratios and how to enable progressive training of such ML model. 
Proposal 13: RAN1 shall study the possible use of CSI part 1 and CSI part 2 like approach for the compressed CSI reporting. 

	CATT
	Proposal 2: For CSI compression using two-sided model, specifying input-CSI-NW is needed. 
Proposal 3: For CSI compression using two-sided model, for joint training at UE side and UE-first separate training, training dataset transmission from network side to UE side is supported.
Proposal 4: For CSI compression using two-sided model, for data collection/dataset transmission for model training,
· For training collaboration Type 3 of NW-first sequential training, at least input-CSI-NW is specified;
· For training collaboration Type 3 of UE-first sequential training, at least output-CSI-UE is specified.
· For training collaboration Type 3 of parallel training, input-CSI-NW and output-CSI-UE are specified.
Proposal 5: On ground-truth CSI reporting for model training for CSI compression using two-sided model, potential specification impacts including the follows:
· Type(s) of ground-truth CSI;
· Format(s) of ground-truth CSI;
· RS enhancement for measuring ground-truth CSI;
· Signaling/procedure for ground-truth CSI reporting;
· Signaling for triggering/configuring the data collection procedure.
Proposal 6: For CSI compression using two-sided model, potential specification impacts for intermediate KPIs based monitoring at least include:
· Network side sends output-CSI-UE to UE side;
· UE sends input-CSI-NW to network side.
Proposal 7: For CSI compression using two-sided model, potential specification impacts for exchanging output-CSI-UE/ input-CSI-NW between UE side and network side for model monitoring at least include:
· Type(s) of output-CSI-UE/ input-CSI-NW, e.g., raw channel matrix, precoding matrix, etc. 
· Format(s) of output-CSI-UE/ input-CSI-NW, e.g., scalar quantization based, codebook-based quantization based (e.g. R16 Type II like quantization), etc. 
· Signaling/procedure for output-CSI-UE transmission/ input-CSI-NW reporting. 
· Signaling for triggering/configuring output-CSI-UE transmission/ input-CSI-NW reporting procedure.
Proposal 11: For AI/ML based CSI feedback, the same CSI reporting framework as that in Rel-17 for codebook-based CSI feedback can be reused.
Proposal 12: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable with that of rank 2.
Proposal 13: For AI/ML based CSI feedback, CQI and RI are reported accompanied with the AI/ML based CSI feedback.
Proposal 14: For AI/ML based CSI feedback, if the eigenvector(s) of the channel is used as the input of the CSI generation part, the following CQI calculation methods are considered:
· Option 1: The CQI is calculated based on the reconstructed eigenvector (i.e. the output of the CSI reconstruction part);
· Option 2:  The CQI is calculated based on the reported RI and the corresponding eigenvector(s) of the channel. 
Proposal 15: For the CQI reporting for AI/ML based CSI feedback, the same quantization schemes as that in Rel-17 for codebook-based CSI feedback is considered.


	China Telecom
	Observation 2: We need further clarification what aspects should be specified or studied for CSI generation model input. e.g, type/dimension/configuration and potential pre-processing and so on, or signalling to indicate the CSI generation model input type to gNB.
Proposal 3: Further study the potential specification impact for CSI generation model input.
Proposal 4: A new CSI feedback signaling framework design needs to be standardized based on the legacy non-AI/ML-based CSI feedback mode, e.g., CSI-RS/CSI reporting configurations and CSI processing procedures.


	Fujitsu 
	Proposal-6: For the sub use case of CSI compression using two-sided AI/ML models, study the mechanism that UE and NW align their supported AI/ML models in the multi-vendor collaborations.
Proposal-7: For the sub use case of CSI compression using two-sided AI/ML models, study procedures and potential specification impacts for the case that UEs choose and report the AI/ML models to be used. In this case, the (maximum) overall payload size for CSI report may be configured by NW.


	NEC
	Proposal 6: Study the priority rules between CSI report for AI/ML and CSI report for non-AI/ML, and between different CSI reports for AI/ML.
Proposal 7: Study discontinuous periodic or semi-persistent CSI report.
Proposal 8: Support the location/CQI report timing set mapping table based on AI/ML.
Proposal 9: Support the location/CQI periodicity mapping table based on AI/ML.


	CAICT
	Proposal 5: Precoding matrix could be considered as baseline of AI model output.

	Panasonic
	Proposal 3: Both quantization non-aware training and quantization-aware training should be studied.
Proposal 4: The following options should be studied for life cycle management.
· Solution 1: gNB side performance monitoring
· 1-1: UE transmit encoder input as CSI report periodically or occasionally.
· 1-2: gNB may directly use system throughput or ratio of NACK.
· Solution 2: UE side performance monitoring
· 2-1: UE calculate decoder output using virtual decoder in UE.
· 2-2: UE may obtain the inference results indicated from gNB periodically or occasionally
· 2-3: UE may use PDSCH decoding performance as KPI.

	Sony
	Proposal 4: RAN1 should study whether the compressed channel information is treated as a new PMI type or new CSI feedback information.
Proposal 6: RAN1 should study specification impact of new PMI type for the CSI compression using two-sided model use case.

	Intel
	Proposal 4:
· Consider existing NR features as baseline for data collection (e.g. SRS, CSI-RS, CSI reporting)
Proposal 5:
· The dimensions of the input are defined by parameters similar to parameters L/M parameters for Enhanced Type II PMI codebook (considering that input corresponds to the neural network input after pre-processing)
Proposal 6: 
It is expected that AI/ML model is trained assuming a particular pre/post processing
· If an AI/ML model is configured at the UE for inference, information on pre-processing for that model should be provided to the UE (e.g. specified, configured, downloaded etc.)
· Pre/post-processing may include at least linear transforms (DFT across different dimensions), downselection of matrix elements and normalization
Proposal 7: 
· Consider existing definitions for RI and CQI for spatial-frequency domain CSI compression using two-sided AI model sub-use case
Proposal 8:
· Assumptions for CQI determination (e.g. applied precoding matrix) shall be defined in specification to avoid ambiguity at the gNB side
· If trained decoder is known at the UE side, output precoding matrix can be used at the UE for accurate CQI calculation
· If trained decoder is not known at the UE side, approximation of precoding matrix can be used (e.g. based on Type I PMI codebook or channel eigenvectors)

	CMCC
	Proposal 9: For CSI compression using two-sided model use case, the enhancement on CQI calculation can be studied to improve the reliability or robustness of CQI information.
Proposal 10: For CSI compression using two-sided model use case, the following options for CQI determination can be considered in CSI report:
CQI is calculated based on CSI measured by UE
CQI is calculated based on CSI measured by UE with potential adjustment 
CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
CQI is calculated based on traditional codebook
Proposal 11: For CSI compression using two-sided model use case, the enhancement on CSI processing time and the definitions of Z and Z’ could be studied.


	ETRI
	Proposal 4: In CSI compression using two-sided AI model, further study the following option for CQI determination in CSI report, if CQI in CSI report is configured.
· CQI is NOT calculated based on the output CSI from the realistic channel estimation, including:
· CQI is calculated based on input CSI

Proposal 5: In CSI compression using two-sided AI model, further study the following potential specification impacts on UCI configuration.
· UE generates the UCI payload within the maximum UCI payload size. UE delivers to or shares details of the UCI payload (including quantization-related information)
Observation 5: By setting asymmetric quantization levels for the encoder output allows dynamic adjustments of UCI payload.

	Interdigital
	Observation 1: 	An AI/ML model trained to support CSI compression in different deployment scenarios and channels can be overly complex.
Proposal 1: 		Study the use of pre-processing in the frequency, spatial and angle-delay domains as means to reduce the AI/ML model complexity.
Observation 2:	Support of multiple pre-processor types in different domains affects the content of the feedback report and therefore has standardization impacts.
Proposal 2:		Study selection and reporting of pre-processor type.
Proposal 3:		Study UE reporting of the RI and CQI in addition to the output of the AI/ML encoder, calculated based on the input to the AI/ML encoder.
Observation 4:	CSI mismatch leads to misinterpretation of the reported CQI value at the gNB.
Proposal 4:		Study means to detect CSI mismatch and associated CQI correction methods.
Proposal 5:		Study specification impacts of CSI compression using AI/ML including: CSI compression type, support of multiple AI/ML models, new CSI reporting mechanisms and fallback to legacy CSI reporting.
Proposal 13: Study quantizer/dequantizer updating separate from AI/ML model switching.
Proposal 14: Study different alignment levels between quantizer and dequantizer.

	NVIDIA
	Proposal 1: Both autoencoders with raw channel matrix as input and autoencoders with eigenvector(s) of raw channel matrix as input are in scope of the spatial-frequency domain CSI compression using two-sided AI model.
Proposal 7: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 8: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning.
Proposal 9: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model input for inference (e.g., quantization and feedback message size), type of model input, and model input acquisition and pre-processing.
Proposal 10: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model inference output (e.g., quantization and feedback message size) and post-processing.

	Levono
	Proposal 1: The quantization/dequantization method of the AI/ML model output is pre-configured prior to CSI feedback process
Proposal 2: Study different alternatives for quantization/dequantization methods for CSI compression, considering rank common/specific design, as well as layer common/specific design
1. Study different alternatives of reporting the AI-based CSI framework configuration parameters based on the design details of the AI-based CSI compression framework
1. Study potential CSI report characteristics for AI-based CSI compression under different network-UE training collaboration levels
1. For the mapping order of CSI fields corresponding to AI-based spatial-frequency CSI compression, the CSI feedback is composed into two parts:
· Part 1: comprising RI, CQI and size of CSI Part 2, where the size of CSI Part 1 is fixed
· Part 2: comprising the AI encoder output, where the size of Part 2 is indicated in CSI Part 1
1. Strive to design the AI-based spatial-frequency CSI compression codebook so that (i) the overall CSI feedback is fixed for different RI values and/or different channel conditions, or (ii) the CSI fields are mapped in an order that enables partial UCI omission of the CSI feedback without jeopardizing the un-omitted CSI feedback
1. Assuming two-sided AI models for CSI compression under training collaboration Type 3, further enhancements are needed to ensure precise CQI characterization in the presence of mismatch between the nominal decoder at the UE side and the actual decoder at the network side
1. For FDD systems with network-based Type-1 model training as well as Type-3 training collaboration, signaling the CSI training data from the UE to the network is needed

	Samsung
	
Proposal 2-1: In AI/ML based CSI compression using two-sided model sub-use case, further study potential specification impact of the following output CSI/ input CSI options: 
      Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix in angular-delay domain is an eType II-like PMI. (i.e., precoding vectors in angular-delay domain)
      Option 2: Raw channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
·  2b: raw channel is in angular-delay domain 
Proposal 2-2: For AI/ML based CSI compression sub-use case, study the specification impact of UCI format for quantized output of CSI generation part.
Proposal 2-3: For AI/ML based CSI compression sub-use case, study flexible configuration of quantization method and quantization resolution that enables the network to
                  1) Adapt to different AI/ML models and channel environments/scenarios
                  2) Control the feedback payload size. 
Proposal 2-4: For AI/ML based CSI compression sub-use case, study the specification impact of adaptable CSI feedback payload size that enables the UE to adapt to available size of uplink resources.
FFS: whether priority and CSI dropping rules have to be introduced. 
Proposal 2-5: For AI/ML based CSI compression sub-use case, study methods to configure and apply codebook subset restriction (CBSR).
Proposal 2-10: For AI/ML based CSI compression sub-use case, study calculating CQI at UE conditioned on the input/output CSI for  CSI generating part of two-sided model.


	Apple
	Proposal 7: At least for training collaboration type 1 where CSI generation/reconstruction model are trained at the NW side and delivered to the UE, input-CSI-NW including potential pre-processing needs to be signalled.
Proposal 8: At least for training collaboration type 3 with NW first training, input-CSI-NW should be specified to facilitate training dataset generation at NW side.  
Proposal 9: In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE/ input-CSI-NW: 
Option 1: Precoding matrix
1a: The precoding matrix in spatial-frequency domain 
1b: The precoding matrix in angular-delay domain is an eType II-like PMI. (i.e., precoding vectors in angular-delay domain)
	Option 2: Raw Explicit Channel matrix (i.e., full Tx * Rx MIMO channel)
2a: raw channel is in spatial-frequency domain
2b: raw channel is in angular-delay domain 
Proposal 10: NW can configure AI based CSI compression with enhanced MIMO related RRC configuration. Maximum UCI payload size can be configured to the UE.  
Proposal 12: For eigen-vector based CSI compression, it is desirable to limit the max size per rank similar to e-type II.  
Proposal 13: For eigen-vector based CSI compression, NW configure the maximum UCI size and list of candidates NN IDs via RRC configuration. 
Proposal 14: For eigen-vector based CSI compression, the UE determine which AI model to use based on rank and include the model ID as part of the CSI report. 
Proposal 15: For CSI compression where full channel information is feedback, the UE calculate and report an open loop CQI for inference level report. 
Proposal 16: For eigen-vector based CSI compression, the UE calculate CQI assuming unquantized precoders if UE is not capable of decoder inferencing and/or AI decoder model is not available at the UE.  

	Qualcomm
	Observation 15:	Only UCI and final format of the reported CSI (e.g., the precoding matrix) are specified in legacy CSI feedback framework. The PMI search algorithm and its input are proprietary.
Observation 16:	In CSI feedback via two-sided model, PMI searching algorithm is replaced by UE-side model while PMI codebook is replaced by NW-side model. The general principle for specification impact should be preserved. The need for specifying UE-side input and pre-processing is not clear.
Observation 17:	Post-processing of NW-side model output into the final CSI format can be absorbed into the specification of the final CSI format.
Observation 18:	Channel matrix feedback (i.e., H-in-H-out) creates additional and unnecessary complexity for multi-vendor operation.
Observation 19:	Eigen-value or soft-rank feedback, along with precoder, achieves similar merit as the channel matrix feedback in terms of flexibility for network scheduling without causing significant increase in implementation complexity.
Observation 20:	Quantization non-aware training (case-1) leads to noticeable performance degradation compared with quantization aware training (case-2).
Observation 21:	Trainable quantization offers more flexibility and better performance compared to fixed quantization, e.g., trainable vector quantization can improve the performance.
Proposal 1:	Adopt the following definitions for the study:
Output CSI: For a given CSI feedback scheme, output CSI is the version of CSI that the NW-side retrieves after processing the CSI feedback message.
· For ML-based scheme, 'output CSI' is the final output after post-processing the CSI reconstruction model output, if applicable.
Target CSI: Target CSI is the version of CSI that the NW-side should retrieve if the CSI feedback mechanism is lossless.
· Note: The target CSI only assumes lossless compression but does not necessarily imply ideal channel estimation.
Proposal 13:	For the UE part of the two-sided models, input to the UE part does not need to be specified. RAN1 can still have specification discussion on the nominal input for the nominal encoder training.
Proposal 16:	The input to the UE-side model should be left to UE implementation, the output at the NW-side model can be specified.
Proposal 17:	Preprocessing at UE-side is up to UE-implementation and should not be specified.
Proposal 18:	For AI-based CSI feedback, the size of the UCI payload and the final CSI format can be specified.
Proposal 19:	Study reporting the precoding matrix together with eigen-values or soft-rank for two-sided AI/ML CSI feedback.
Proposal 20:	Deprioritize channel matrix feedback for the R18 study item.
Proposal 21:	Quantization method should be considered a part of the UE-side model and dequantization method should be considered a part of the NW-side model. The quantization method should be aligned for good performance, but there is no need for separate specification support to align the quantization method.


	NTT DOCOMO
	Observation 2: If CSI type for input/output is a raw channel matrix for spatial-frequency domain CSI compression, DL CSI might be useful for other usages in addition to precoding matrix calculation.
Observation 3: CQI enhancements might be necessary so that CQI calculation is applicable to the CSI compression.
Observation 8: Model and assistance information can be used for paring of trained two-sided models in CSI compression. 
Proposal 1: Identify how compressed bits should be reported, and reuse the existing UCI mechanism if applicable. 
Proposal 2: NW should determine which paired model to be activated/deactivated.
Proposal 3: Study the potential specification impacts according to each CSI type for input/output. 
Proposal 4: Deprioritize type 2 training procedure even for the model update. 
Proposal 5: Study the framework of dataset delivery via 3GPP signalling considering type 3 training procedure. 
Proposal 6: Study the mechanism to align the paired trained models for two-sided models.


	MediaTek
	Proposal 33 Prioritize to study the training-aware quantization methods
Proposal 34  Study alignment requirement and influence of different training awareness techniques for enabling backpropagation between quantizers and dequantizers.
Proposal 35  For training type 2, gNB should inform UE about the training awareness  technique used for its dequantizer.
Proposal 36  For VQ, UE and gNB should align their codebook and segmentation approach.
Proposal 37  Prioritize SQ methods over VQ. 
Proposal 38  For describing a quantization method at UE and gNB, use training awareness, learnability, and mapping (codeword assignment) as its main attributes.


	TCL Communication
	Proposal 1: The basic CSI feedback model based on auto-encoder reduces feedback bits through the air-interface, compared to the CSI feedback based on codebook. It is a functional replacement of the CSI feedback based on codebook.
Proposal 2: When a two-side model is deployed, the CQI can be reported by a UE or calculated by a gNB. A threshold can enable the switching between the two.




Terminologies captured in RAN1 111 notes:   

Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW 






Based on the note, the following two proposals are modified. 
Proposal 3-3-1
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW options: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix in angular-delay domain 
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded
· Note: RI and CQI will be discussed separately


Please provide your view below:
	Company
	View

	Xiaomi
	Support

	MediaTek
	Support

	Huawei/HiSi
	Support in general. But the 1st Note: Option 1 is prioritized in R18 SI seems to deprioritize Option 2 (then why do we need to list Option 2 in the first place?)
Reformulate in below:
 In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW, at least on Option 1 options: 
· Option 1:…
· Option 2:…
Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.

	vivo
	Based on the current evaluation results, AI/ML gain on CSI-compression with two-sided model is between 5-10% under the condition of perfect alignment. In order to fully harvest AI/ML gain, Option-2 is necessary. Option 1 can be considered as an optional solution.

	Fujitsu
	Support.

	OPPO
	Support and prefer Option 1 is prioritized in R18 SI.


	NTT DOCOMO
	Even though our preference is focus on Opt1, we are fine with the proposal.

	ZTE
	Support

	CATT
	OK.

	FUTUREWEI
	We think the first note (i.e., Option 1 is deprioritized in R18 SI.) should be removed.

	Qualcomm
	For Option 1b, in our understanding, this captures the eType-II like CSI structure. In that case, the CSI should refer to W1W2Wf, not just W2. Therefore, we suggest the following version: 
“1b: The precoding matrix represented using angular-delay domain projection”
We agree with prioritizing Option 1. Regarding Option 2, it could incur more overhead, and the main benefit for scheduling compared to precoding matrix is that the scheduler can get the relative strength between the precoding choices. To achieve this benefit, eigen-value feedback can be considered within Option 1.

	LG Electronics
	Support

	Samsung
	Support the proposal. But prioritization is not needed at this time.




Proposal 3-3-1(v1)
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix in angular-delay domain represented using angular-delay domain projection
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded. Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately


Proposal 3-3-2 
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Case 1: CQI is calculated based on the output-CSI-UE from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output-CSI-UE from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1: Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2: Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated

Please provide your view below:
	Company
	View

	Xiaomi
	Support

	MediaTek
	Support

	Huawei/HiSi
	Support in general. One clarification question on Note 1/Note2/Note3: they say the options should/need to be evaluated. Does it mean they are going to be evaluated in 9.2.2.1, or more generic, they are to be assessed (not necessarily be handled in 9.2.2.1)?

	vivo
	We are supportive of Case 1a, but with an additional sub-case, i.e., Case 1c.
Case 1c: CQI is calculated based on CSI reconstruction output, if a proxy CSI reconstruction model is available at the UE and UE can perform the proxy reconstruction model inference by using a potential adjustment.

	OPPO
	For case 1, we think the CQI should be calculated based on the output of CSI reconstruction part, not based on output-CSI-UE, because output-CSI-UE is just output CSI assumed at UE as we agreed in the last meeting.
We suggest to revise the description on case 1 and case 2 as following: 
· Case 1: CQI is calculated based on the output of CSI reconstruction part on the output-CSI-UE from the realistic channel estimation, including
· Case 2: CQI is NOT calculated based on the output of CSI reconstruction part on the output-CSI-UE from the realistic channel estimation, including

For note 3, more detailed descriptions are added 
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead


	NTT DOCOMO
	Support the proposal.

	ZTE
	Support the proposal.

	CATT
	Support.

	FUTUREWEI
	We are ok with the proposal.

	Qualcomm
	We are fine with the intent of the proposal, but seek a few clarifications. Based on the wording, Case 2b seems to be a special case of Case 2a and not a different case. Regarding CQI compensation in 2b-1, instead of network indication and configuration, could the network not apply the adjustment to the reported CQI? For 2b-2, this appears to be UE-side implementation, and the need to study specification impact is not clear. It might help to remove Cases 2b-1 and 2b-2 as Case 2b needs to be studied further anyway.

	LG Electronics
	Support

	Samsung
	Case 1 is not realistic. Discussion can start from the sub-cases of Case 2. 



Proposal 3-3-2 (v1)
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Case 1: CQI is calculated based on the output of CSI reconstruction part on the output-CSI-UE from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output of CSI reconstruction part on the output-CSI-UE from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1: Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2: Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

UCI configuration and report:
In legacy CSI feedback framework, the gNB has the flexibility to configure the maximum CSI feedback payload size by configuring the maximum rank number, the codebook type, CSI feedback granularity and the codebook parameter combinations. The UE can autonomously determine the RI and the number of non-zero coefficients which are fed back to the gNB so that the UE also has the flexibility of determining the CSI feedback payload and adapting the UCI report based on radio environment. 
For AI/ML-based solutions, methods to enable similar level of flexibility of configuring/determining the CSI payload size by both gNB and UE need further discussion. 

Proposal 3-3-3: 
In CSI compression using two-sided model use case, further study the following options for UCI configuration and report: 
· Option 1: NW configure the max UCI payload size. UE selects the rank and CSI generation model within the max UCI payload size constraint configured by the network.  
· Option 2: NW configures a list of model IDs and max UCI payload size, and UE selects rank and CSI generation model from the configured list and within the max UCI payload size constraint configured by the network. 
· Option 3: NW configures the model ID to be used by the UE. UE will use the corresponding CSI generation model configured by the NW.
· Other options are not excluded. 
· Note: CSI generation model and CSI reconstruction model can be designed scalable across different CSI payload size with additional adaptation layer. In this case, the selected CSI payload size implicitly represents the adaptation layer.
· Note: CSI generation model and CSI reconstruction model might not scalable across different CSI payload size. In this case, the selected CSI payload size implicitly represents the model ID.

Please provide your view below:
	Company
	View

	Xiaomi
	In our opinion, legacy configuration and reporting method can be reused, i.e., gNB configurate the maximum payload size and the maximum rank, then UE determines the rank and feedback payload. Of course, the maximum payload size can be replaced by model ID if the model ID corresponds to the maximum payload size, which is same to Option 3. 
For Option 1, it is not necessary for UE to select CSI generation model since only one model may be configured. 

	MediaTek
	Support

	vivo
	Prior to discussing each option, we need to define whether AI models with different adaptation layers are the same model or not, i.e., same model ID or different model IDs. If it is belonging to the same model ID, Option 1 or 3 should be taken, otherwise, Option 2.

	Fujitsu
	Support.

	OPPO
	Support
The main differences between these three options are whether the model is provided by the network, and whether there is a group of models to choose from. Considering it is the first meeting to discuss this issue, more research should be done to evaluate the advantages and disadvantages of each option.

	NTT DOCOMO
	UE can select rank even in Option3. For example, when layer common model is configured, UE can generate encoded bits corresponding to multiple rank CSI from one model. That aspect should be captured in the proposal.

	CATT
	Support.

	FUTUREWEI
	Whether to use “Model ID” is still being discussed in 9.2.1 and what the relationship is between Model ID and max payload size hasn’t been discussed/agreed yet, we should wait till companies agree to use Model ID for model management before this Proposal.

	Qualcomm
	The boundary between the different options is not very clear, and there seems to be overlap. The need for such categorization at this stage is not clear. For Option 3, does the UE still select the rank?

	LG Electronics
	Support in general. Regarding option 3, we agree with Docomo. 

	Samsung
	Framework discussion has not concluded whether model ID is needed or not. This proposal can wait for such conclusion. 




Proposal 3-3-4: 
In CSI compression using two-sided model use case, further study methods to support the following aspects including at least: 
· The priority rule for AI/ML based CSI report regarding CSI collision handling and CSI omission
· To configure and apply codebook subset restriction (CBSR).

Please provide your view below:
	Company
	View

	Xiaomi
	We are fine with these studies.

	MediaTek
	Support

	vivo
	We are supportive of it.

	Fujitsu
	Support.

	NTT DOCOMO
	Support the proposal.

	ZTE
	Support

	CATT
	Seems too early to consider.

	FUTUREWEI
	We suggest the discussion regarding “codebook subset restriction (CBSR)” should wait till companies have some discussions/consensus related to what/how to use codebook in CSI use case.

	Qualcomm
	Support

	LG Electronics
	Support

	Samsung
	Support

	NEC
	Support



Proposal 3-3-5: 
In CSI compression using two-sided model use case, at least when output-CSI-UE type is precoding matrix, the CSI feedback is composed into two parts:
· Part 1: CQI, RI and other information indicating the size of CSI Part 2. The size of CSI Part 1 is fixed
· Part 2: The CSI generation model output 

Please provide your view below:
	Company
	View

	Xiaomi
	Support

	MediaTek
	Support

	Huawei/HiSi
	How to separate CSI part 1 and CSI part 2 depends on detailed design of the CSI report, so this issue can be deferred to WI.
If we want some progress on this point, we suggest a more generic proposal, such as “the report of CSI feedback is based on the legacy two parts CSI framework”

	vivo
	This proposal should be deprioritized.

	Fujitsu
	Support.

	OPPO
	Not sure whether the listed aspects need to be treated with high priority.
More descriptions on CSI collision handling and CSI omission and CBSR would be helpful to understand this problem


	NTT DOCOMO
	Fine with the proposal.

	ZTE
	This proposal should be deferred.

	CATT
	Seems too early to consider.

	Qualcomm
	We suggest the wording “study the following parts of CSI feedback message as one option for UCI contents” instead of “CSI feedback is composed of two parts”.
We would also like to add “FFS: Other information e.g., eigen-value reporting”

	LG Electronics
	This proposal should be deprioritized. 

	Samsung
	Support






Quantization:
Proposal 3-3-6: 
In CSI compression using two-sided model use case, further study at least the following potential specification impact on quantization alignment including: 
· For vector quantization scheme, the format and size of the VQ codebook, the distance metric (or quantization rule), the segmentation approach, and configuration of VQ codebook.  
· For scaler quantization scheme including uniform and non-uniform quantization

Please provide your view below:
	Company
	View

	Xiaomi
	According to our simulation results, there are no much difference from performance perspective between scalar quantization and vector quantization.  Hence, it is enough that only one quantization method, i.e., scaler quantization is support due to its simplicity. 

	MediaTek
	Support

	Huawei/HiSi
	Fine in general, except for one comment: the configuration of the quantization granularity for the SQ is also needed as the alignment?
· For scaler quantization scheme including uniform and non-uniform quantization, and the configuration of the quantization granularity

	vivo
	We are supportive of it.

	OPPO
	We are OK to further study different kinds of quantization schemes. 
The training complexity, inference complexity, signaling cost for indication and standardization impact of different quantization/dequantization methods need to be evaluated as well. 
If the quantization/dequantization scheme is not a key contributor to CSI compression/recovery performance, the quantization/dequantization schemes that are relatively simple, easy to indicate and have less standardization impact should be selected first.


	NTT DOCOMO
	Fine with the proposal. 

	ZTE
	For scalar quantization scheme, the quantization dictionary should be aligned including quantization type (e.g. uniform/non-uniform), quantization level (e.g., quantization bit), quantization pattern, etc. So, we suggest the wording as 
· For scalar quantization scheme including quantization type, quantization level, quantization pattern

	CATT
	Support.

	FUTUREWEI
	We are ok with the proposal.

	QUALCOMM
	Quantization method has to be aligned between the two sides. However, the need for specification impact is not clear. 
During training, it can be aligned between training entities offline when the model is initially developed and trained. Evaluation results have shown that it is better to select the quantization method based on the model and the dataset, compared to selecting a fixed standardized option.
During inference, the compatibility between the UE-side and NW-side models must be ensured anyway, and since the quantization and dequantization can be viewed as a part of the model, no separate spec change is needed. 
Further, the details of the quantization scheme discussed above should be left to implementation.

	LG Electronics
	Agree with HW/Hisi.

	Samsung
	Ok




 Performance monitoring, model update, activation/de-activation/switching 
Following table summarize company’s proposals related to model performance monitoring, activation/de-activation/switching.  

	Huawei
	Proposal 13: The input or output data based monitoring should be evaluated at 9.2.2.1 before being further discussed at 9.2.2.2, including: what metrics can be adopted for evaluating the distribution, how to generate the distribution of data, how accurate the data drift reflects the AI/ML model performance.
Proposal 14: For monitoring of CSI compression, the intermediate KPI calculation at both Network side and UE side can be studied.
· For Network side monitoring based on intermediate KPI, UE feeds back the AI/ML-based CSI feedback and the corresponding input-CSI-NW to Network to calculate the intermediate KPI.
· For UE side monitoring based on intermediate KPI, Network indicates output-CSI-UE to UE, and UE calculates the intermediate KPI using output-CSI-UE and the corresponding ground-truth CSI.
Proposal 15: For UE side performance monitoring, Network may configure a threshold criterion to facilitate UE to perform model monitoring.
Proposal 16: For the co-existence between AI/ML-based CSI feedback and legacy CSI feedback, further study 
· Cconfiguration/indication of AI/ML-based measurement/report and legacy CSI measurement/report, e.g., configuring separate time durations of different CSI feedback mechanisms, indicating differentiated measurement resources, etc.
· Configuration/indication of PDSCH transmission applied with AI/ML-based CSI feedback or non-AI/ML-based CSI feedback for UE side performance monitoring.


	Ericsson
	[bookmark: _Toc126745672][bookmark: _Toc127520283][bookmark: _Toc127343038][bookmark: _Toc127343730][bookmark: _Toc126323387][bookmark: _Toc127343525][bookmark: _Toc127343654][bookmark: _Toc127344471]Observation 8: Specifying  reporting  of target CSI from UE to NW is crucial for making two-sided model LCM implementable in practice.
[bookmark: _Toc127520274]Proposal 13: Model monitoring of two-sided models using intermediate KPIs shall be based on that the UE can be triggered to report the target CSI together with the CSI report.
[bookmark: _Toc127520275][bookmark: _Toc126745652][bookmark: _Toc126745654][bookmark: _Toc126745651][bookmark: _Toc126745655][bookmark: _Toc126745650][bookmark: _Toc126745653][bookmark: _Toc126745660][bookmark: _Toc126745656][bookmark: _Toc126745659][bookmark: _Toc126745662][bookmark: _Toc126745657][bookmark: _Toc126745658][bookmark: _Toc126745661]An encoder model update shall be coordinated with the NW-side where the encoder model is trained, validated, and tested together with the NW decoder (frozen) before being deployed and activated.


	ZTE
	Proposal 15: Further study the following two cases for model performance monitoring, 
· Case 1: model monitoring metrics calculated by UE side, e.g., Intermediate KPIs are calculated by UE based on CSI generation model
· Case 2: model monitoring metrics calculated by NW side, e.g., Intermediate KPIs are calculated by NW based on traditional CSI and CSI reconstruction model output.
Proposal 16: For intermediate KPIs calculated by NW based on traditional CSI and CSI reconstruction model output for model performance monitoring, further study a high-resolution CSI based on traditional codebook as ground-truth label.
Observation 5: For training type 3, CSI generation model and CSI reconstruction model are actually two separate models. Therefore, if the performance of output CSI is degraded, it cannot be decided whether it’s due to the performance loss of CSI generation model or CSI reconstruction model.
Proposal 17: Further study the potential mechanisms and specification impacts on monitoring model performance of the CSI generation model and CSI reconstruction model separately.


	Spreadtrum Communications
	Observation 3: For UE-side performance monitoring, eventual KPIs and input data based monitoring metric can be considered.
Observation 4: For NW-side performance monitoring, eventual KPIs, legacy CSI based monitoring and output data based monitoring metric can be considered.


	Oppo
	Proposal 10: Regarding the performance monitoring metrics/methods for AI/ML model monitoring, eventual KPIs(e.g., hypothetical BLER) should be utilized for the performance monitoring, other options can be used to equivalent convert the eventual KPI by implementation.
Proposal 11: Regarding the model performance monitoring, necessity and feasibility of following cases should be evaluated:
· Case 1: UE monitors the model performance by itself
· Case 2: UE monitors the model performance with the help of NW, e.g. ground truth delivery from gNB to UE
· Case 3: NW monitors the model performance by itself
· Case 4: NW monitors the model performance with the help of UE, e.g. ground truth delivery from UE to gNB 
· Note1 - Unnecessary overheads, e.g. too frequent and huge ground truth data delivery in case 2 and case 4, caused by performance monitoring procedures should be avoided.
Proposal 12: The stability of the performance evaluating and decision-making mechanism should be further studied to avoid the interference of random effects on the evaluation results. 
· multiple attempts within an evaluation window both in PHY and high layers would be helpful to obtain a relatively stable evaluation result
· multi-user involved mechanism should be addressed
Proposal 13: Regarding the model switching/updating, 
· Give high priority to basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching
· More challenging LCM schemes, e.g. online real-time model training and updating, can be evaluated in following releases.


	Google
	Proposal 9: Study the AI/ML model monitoring for CSI compression based on the following options:
· Option 1: NW-based model monitoring, where the performance for the CSI compression is monitored by the gNB and the UE may report some assistant information
· Option 2: UE-based model monitoring, where the performance for the CSI compression is monitored by the UE and the UE can report an indication to the NW if it identifies an AI/ML model performance failure
Proposal 10: Study the metric for AI/ML model monitoring for CSI compression based on the following options:
· Option 1: SCS between the input of CSI compression and output of the CSI decompression
· Option 2: Hypothetical BLER measured from precoded CSI-RS with the precoder selected from decompressed CSI in the most recent ML based CSI report


	vivo
	Monitoring inference accuracy is the most direct and reliable performance monitoring method for CSI compression with two-sided models.
Legacy codebook with potential enhancement can be used to report CSI measurement for performance monitoring at NW side in CSI compression.
Proxy model can be used to facilitate computation of inference accuracy at UE side for CSI compression, while avoiding concerns on acquiring actual CSI reconstruction part at UE. 
Using system KPIs for performance monitoring in CSI compression might have difficulties in judging whether an observed system performance degradation is caused by an outdated CSI compression model or some other reasons.
Monitoring based on data distribution can be viewed as a special case of monitoring based on applicable condition.
There could be accuracy and reliability issues for monitoring methods based on applicable condition.
Design of applicable condition-based performance monitoring methods and development of scenario-/configuration-/site-specific models should be jointly considered in CSI compression.
Proposal 1: Study monitoring inference accuracy at NW side as a baseline for performance monitoring in CSI compression.
Proposal 2: Study method, format, and overhead of reporting high accuracy CSI measurements from UE to NW for performance monitoring in CSI compression.
Proposal 3: Study other monitoring methods to reduce the signalling overhead for performance monitoring in CSI compression

	xiaomi
	Proposal 6: Intermediate KPIs and/or legacy CSI based monitoring can be adopted as the performance monitoring metric and/or methods.

	Nokia
	Proposal 7: For CSI compression, RAN1 shall study the potential specification impact on model monitoring by considering 
· Methods of model monitoring (NW-sided, UE-sided, hybrid)
· Changes to the reporting framework (e.g., ground-truth reporting to enable performance monitoring at the gNB, KPI reporting when UE considers performance monitoring)
· Changes to the measurement framework (e.g., configuring model monitoring KPIs and measurement resources)
Observation 4: NW-side monitoring using metrics like CSI feedback distribution discrepancy as assistance information could be considered since it does not introduce much signaling overhead.

	CATT
	Proposal 8: For model performance monitoring for CSI compression using two-sided AI model, if eventual KPI is adopted as monitoring metric, how to exclude the impacts of other factors other than AI/ML model performance should be studied.
Proposal 9: For UE-side model performance monitoring for CSI compression using two-sided AI model, potential specification impacts include the following:
· Content on model performance that UE reports to the network
· Value of monitoring metric;
· Judgement on whether a model is failed, etc.
· Signaling/procedure for reporting the performance.
Proposal 10: For UE-side model performance monitoring for CSI compression using two-sided AI model, if UE side reports the judgement on whether the model is failed to the network side, potential specification impact including the criterion on determining whether an AI/ML model is failed or not.


	Fujitsu
	Proposal-8: Study the procedures and potential STD impacts on the NW-side performance monitoring, in the case of using intermediate KPIs as the monitoring metric.
· Option-1: SRS-based monitoring.
· FFS: enhancement to mitigate the difference between channel information obtained from SRS and the channel information obtained from CSI-RS.
· Option-2: CSI-RS-based monitoring. 
· Ground-truth CSI feedback-based monitoring.
· High resolution CSI feedback-based monitoring, e.g., R16 Type II-like method with new parameter values.
· FFS: new parameter values.

Proposal-9: Study the procedures and potential STD impacts on the UE-side performance monitoring, in the case of using intermediate KPIs as the monitoring metric.
· Option 1: CSI-RS-based monitoring, under the condition that both CSI generation part and CSI reconstruction part are deployed at the UE.
· Option 2: using labels from the output of the CSI reconstruction part at NW.

Proposal-10: The signaling and procedures for the follow-up mechanisms, upon having monitoring results, are suggested to be studied:
· Fallback and recovering mechanisms:
· Fallback from AI/ML-based method to codebook-based.
· Switching back to AI/ML-based method from codebook-based method.
· Model switching: mechanism for selecting a standby model.

	NEC
	Proposal 3: For UE-side performance monitoring, study how to report the performance metric(s).
Proposal 4: For one AI/ML model of CSI compression, consider monitoring the performances of multiple different ranks.
Proposal 5: Study simultaneous model monitoring for multiple AI/ML models.


	CAICT
	Proposal 4: In order to support joint two-sided model training and monitoring, periodically original CSI information to be compressed at UE side could be feedback to NW side.
Proposal 6: Direct comparison between original CSI feedback from UE and output CSI at NW should be considered as baseline for AI/ML model monitoring.

	Intel
	Observation 1: 
· Model performance monitoring based on intermediate KPI or eventual KPI calculated based on one AI-ML model is not giving enough information for proper configuration of AI-ML Model
Proposal 1: 
· Testing of different AI-ML models with the measured channel should be considered for model performance monitoring
Proposal 2: 
· The following approaches for channel measurements/reporting are considered for the network-based AI-ML model performance monitoring
· Network-based model performance monitoring based on SRS measurements
· Network-based model performance monitoring based on ground truth CSI reporting
Proposal 3: 
· Co-existence and fallback mechanism between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode should be based on existing CSI framework


	Interdigital 
	Observation 5:	It is possible that the AI/ML encoders do not generalize well across all realistic channel conditions.
Proposal 6:		Study means to configure/reconfigure the UE with the monitoring configuration, including the monitoring metric.
Proposal 7:		For UE-side monitoring, study triggers and means for reporting the monitoring metrics.
Proposal 8:		For UE-side monitoring, study appropriate monitoring metrics to avoid unnecessary model updating or switching. 
Proposal 9:		In case of NW-side monitoring, study means for the UE to provide assistance information.
Proposal 10:		Study means to mitigate AI/ML encoder model performance degradation.
Proposal 11:		For CSI compression using two-sided model use case, study AIML model switching or AI/ML model (parameter) update to mitigate AI/ML model performance degradation. 
Proposal 12:		Study mechanisms for fallback to legacy CSI reporting (e.g. for cases when AIML model performance is poor) 

	Lenovo 
	1. Study the specification impact corresponding to AI model performance monitoring, as well as the corresponding scheme adaptation decision
1. The following four scheme adaptation decisions under AI model performance monitoring are considered as a starting point: (i) No AI model change, (ii) CSI parameters update, (iii) AI model parameter update, (iv) AI model switching, and (v) Fallback to non-AI scheme
1. Fallback to non-AI CSI feedback scheme is considered a part of the scheme adaptation mechanism
1. Network-based performance monitoring and model adaptation are supported by default
1. Further study the specification impact corresponding to the model monitoring schemes: (i) The network configuring the UE to report performance metrics that aid model monitoring, (ii) the network transmitting performance metrics to aid UE-based model monitoring, and (iii) Event-triggered AI model monitoring


	AT&T
	
Proposal 6:  In CSI compression using two-sided model use case, potential specification impact for intermediate KPIs based monitoring including at least:
· UE occasionally reports the target CSI connected to a CSI report.
· NW occasionally send the output CSI to UE 
· Feasibility and potential specification impacts of performance monitoring based on proxy models for CSI compression

Proposal 7:  In CSI compression using two-sided model use case, further study potential specification impact needed to enable model performance monitoring using an existing CSI feedback scheme such as Rel-16 Type II as the reference.


	Qualcomm
	Observation 12:	Model monitoring based on ground-truth provided by UE to the network requires large signaling overhead and may be sensitive to large latency.
Observation 13:	Model monitoring based on metrics derived by comparison between input samples inference and training samples can have strong relationship with the inference accuracy. As a result, input-based monitoring appears promising.
Observation 14:	Model performance monitoring based on using a legacy CSI feedback scheme as a reference can detect model accuracy failure reliably and efficiently.
Proposal 14:	Study specification impact of input-based model monitoring on the UE-side by comparing input samples at inference time to the training samples.
Proposal 15:	For model performance monitoring, specification change for reporting the target CSI with high resolution requires clear justification as it may incur additional overhead.


	NTT DOCOMO
	Observation 9: Model monitoring based on model accuracy can be categorized into model accuracy with target CSI and model accuracy with legacy CSI feedback.
Observation 10: System performance can be obtained by the empirical observation and the calculation with CSI accuracy and the channel measurements. 
Proposal 7: Discuss the feasibility of the model monitoring based on the input/output data distribution in CSI compression, before the specification impact discussion related to it. 
Proposal 8: At least model monitoring based on model accuracy with target CSI, expected system performance, and empirical system performance should be supported.  


	MediaTek
	Proposal 44 Study spec impact, signalling requirements, and candidate representative information of AI/ML models for activation, deactivation, switching, and fallback.
Proposal 45  Discuss methods and apparatus for monitoring AI/ML models other than the one which is already being used by UE and gNB. 
Proposal 46  Given promising features of input/output-based monitoring, accuracy of possible solutions shall be further studied.
Proposal 47  Prioritize UE-side (Alternative 1) proxy-based model monitoring as the initial monitoring method for tracking intermediate KPI.
Proposal 48  System-level indicators cannot be regarded as the single point of decisioning for detection of monitoring events.
Proposal 49  Study multi-stage monitoring approach where a low-overhead low-accuracy method triggers a more accurate intermediate-KPI based solution with higher overhead.



Proposal 3-4-1:  
In CSI compression using two-sided model use case, further study potential specification impact for intermediate KPIs based monitoring including at least:
· For NW side monitoring, the UE reports the input-CSI-NW connected to a CSI report with NW configured reporting periodicity. 
· For UE side monitoring, the NW send the output-CSI-UE to UE with NW configured periodicity. Network may configure a threshold criterion to facilitate UE to perform model monitoring.
· FFS evaluate the Feasibility and potential specification impacts of performance monitoring based on actual/proxy reconstruction models at UE side for CSI compression
   

Please provide your view below:
	Xiaomi
	The necessary to report/send input-CSI-NW/output-CSI-UE with NW configured periodicity needs to FFS. Only reporting or sending once input-CSI-NW/output-CSI-UE may be enough. Except reporting input-CSI-NW, UE may reporting other assist information, e.g., indication information of legacy CSI feedback, such as Type II codebook feedback, to help gNB monitor performance

	MediaTek
	Support

	Huawei/HiSi
	Agree with Xiaomi that both aperiodic and periodic can be open at this stage.
· For NW side monitoring, the UE reports the input-CSI-NW connected to a CSI report with NW configured reporting periodicity. 
· For UE side monitoring, the NW send the output-CSI-UE to UE with NW configured periodicity. Network may configure a threshold criterion to facilitate UE to perform model monitoring.
· FFS evaluate the Feasibility and potential specification impacts of performance monitoring based on actual/proxy reconstruction models at UE side for CSI compression
FFS the abovementioned UE report or NW sending is periodic or aperiodic

	VIVO
	We are supportive of it.

	Fujitsu
	Support.

	OPPO
	Questions for clarification：
According to last meeting’s discussion, 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW
From our understanding, Output-CSI-UE means the output from UE side CSI decoder. How could NW send Output-CSI-UE to UE?  Does the proposal here want to emphasize the label data in output-CSI-UE/ input-CSI-NW format?
Besides, for NW side monitoring, why is the input-CSI-NW required, especially when the label data for monitoring is not in input-CSI-NW format? Similar concern on UE side.

	NTT DOCOMO
	Fine with the proposal, and support HW’s update

	ZTE
	In our simulation results, it is proved that the performance monitoring based on the monitored part at UE side can achieve good monitoring performance. We think FFS can be removed and suggest the last bullet reworded as
· For UE side monitoring, evaluate the feasibility and potential specification impacts of performance monitoring based on actual/proxy/monitored reconstruction models at UE side for CSI compression

	CATT
	Generally OK, but it seems too early to conclude ‘with NW configured periodicity’. Fine with HW’s update.

	FUTUREWEI
	We are ok with the proposal in general and we agree with the updates Huawei provided.

	Qualcomm
	Such reporting for the sake of monitoring introduces additional overhead and can reduce the benefit of AI/ML-based CSI compression. If the reporting is too frequent, the overhead is too high. If the reporting is not very frequent, then monitoring may trigger false alarms. Further evaluation is needed to quantify the net benefit of monitoring based on such reports before specification impact can be justified.
Also, for the first item, it should be "ground truth of output-CSI-UE” or “target CSI” instead of “input-CSI-NW”, since the input and output may not be the same.

	LG Electronics
	Support with modification from HW/Hisi.

	Samsung
	OK




Proposal 3-4-2:  
In CSI compression using two-sided model use case, further study potential specification impact needed to enable model performance monitoring using an existing CSI feedback scheme as the reference to compare whether/how much AI/ML outperforms the existing CSI feedback scheme.

Please provide your view below:
	Xiaomi
	Support.  Both proposal 3-4-2 and 3-4-1 can be jointly discussed to monitor performance of AI/ML model.

	MediaTek
	Support

	Huawei/HiSi
	Support.  

	VIVO
	We are supportive of it.

	OPPO
	Further and detailed discussion on the feasibility/needs should be evaluated, e.g. how to achieve the model performance monitoring using an existing CSI feedback scheme as the reference to compare whether/how much AI/ML outperforms the existing CSI feedback scheme 

	ZTE
	Generally support.

	CATT
	Support.

	FUTUREWEI
	We are ok with the proposal.

	LG Electronics
	Support 

	Samsung
	Ok. 




Proposal 3-4-3:  
In CSI compression using two-sided model use case, potential specification impact for input or output data-based monitoring will be further discussed after initial evaluation is performed in 9.2.2.1.   
Please provide your view below:
	Company
	View

	Xiaomi
	Support

	MediaTek
	Support

	Huawei/HiSi
	Support

	VIVO
	We are supportive of it.

	OPPO
	OK, and more simulations are needed to show the results

	NTT DOCOMO
	Support the proposal.

	ZTE
	Support

	CATT
	Support.

	FUTUREWEI
	We support this proposal.

	Qualcomm
	Whether to evaluate performance before discussing specification impact should be common to all methods of model monitoring.

	LG Electronics
	Support 

	Samsung
	Ok. 

	NEC
	OK



Framework, UE capability, and other topics
Following table summarize company’s proposals related to framework. 
	Huawei
	Proposal 17: Study the potential specification impact for UE capability, including the following as a starting point: data collection, dataset delivery, training, model switching, model updating, monitoring, and CSI report timeline.


	ZTE
	Proposal 18: In CSI compression using two-sided model use case, further study potential specification impact of the following UE capability options:
· Framework for defining and reporting UE dynamic capability for model inference.
· Whether and how LCM-related procedures are captured into UE capability.

	Spreadtrum Communications
	Proposal 1: Legacy CSI framework can be reused for the sub use case - Spatial-frequency domain CSI compression. Additional enhancement can be considered.


	Oppo
	Proposal 14: Regarding the model deployment, 
· In Rel-18, analyze the requirement of AI/ML model deployment, and distinguish the impact of different conditions and assumptions, including: 
· Real-time deployment and non real-time deployment
· Whole model deployment and partial model deployment (e.g. only updating model weights)
· Deployment of complex models and deployment of simple models
· Scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basic deployment assumption for subsequent research in Rel-18. 
· FFS Other scenarios 


	Google
	Proposal 1: The study of AI/ML based CSI compression should be based on the CSI framework in Rel-17.

	AT&T
	Proposal 8: The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations
· CSI reporting configurations 
· CSI processing procedures.   
· Other aspects are not precluded. 


	Apple
	Proposal 1: The study of AI/ML based CSI compression specification impact can use the legacy CSI feedback signaling framework as a starting point.


	NTT DOCOMO
	Observation 1: The existing framework can be reused to some extent if CSI type for input/output is eigenvector(s) for spatial-frequency domain CSI compression.

	
	

	
	

	
	

	
	

	
	

	
	



Proposal 3-5: 
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations
· CSI reporting configurations 
· CSI processing procedures.   
· Other aspects are not precluded. 

Please provide your view below:
	Company
	View

	Xiaomi
	legacy CSI feedback signaling framework should be studied as a starting point. The necessary of CSI-RS configuration, CSI reporting configuration, CSI processing procedures should be further studied.

	MediaTek
	Support

	vivo
	There is no evidence to show such an enhancement is necessary. For example, CSI-RS configuration in NR is very flexible, that can fulfil the requirement of AI model training, monitoring, and so forth.

	Fujitsu
	OK.

	NTT DOCOMO
	Support the proposal. 

	ZTE
	Fine with the proposal.

	CATT
	We are fine to reuse legacy CSI feedback signaling framework. Enhancement is need only if it is necessary.

	FUTUREWEI
	We are ok with the proposal.

	LG Electronics
	Fine with the proposal.

	Samsung
	Ok. 

	NEC
	OK



Proposals for Feb 27 GTW 
Proposal 3-3-1(v1)
In CSI compression using two-sided model use case, further study potential specification impact of the following output-CSI-UE and input-CSI-NW at least for Option 1: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in spatial-frequency domain 
· 1b: The precoding matrix in angular-delay domain represented using angular-delay domain projection
· Option 2: Explicit channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in spatial-frequency domain
· 2b: raw channel is in angular-delay domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded. Whether Option 2 is also studied depends on the performance evaluations in 9.2.2.1.
· Note: RI and CQI will be discussed separately

Proposal 3-3-2 (v1)
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Case 1: CQI is calculated based on the output of CSI reconstruction part on the output-CSI-UE from the realistic channel estimation, including
· Case 1a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 1b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output of CSI reconstruction part on the output-CSI-UE from the realistic channel estimation, including
· Case 2a: CQI is calculated based on target CSI with realistic channel measurement  
· Case 2b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Case 2b-1: Potential CQI compensation based on some assistance of network indication if configured 
· Case 2b-2: Potential CQI compensation based on monitored performance  
· Case 2c: CQI is calculated based on traditional codebook
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead

Proposal 3-1-1(v1): 
In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether gNB/device specific optimization is allowed
· Air interface overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to develop/update models separately
· Model performance   
· Whether gNB can maintain/store a single/unified model
· Whether UE device can maintain/store a single/unified model
· Backward compatibility: to train new UE-side model backward compatible with existing NW-side model; Or to train new NW-side model backward compatible with existing UE-side model 
· Other aspects are not precluded

Proposal 3-2-1(v1):  
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement for AI/ML model training including at least  
· Enhancement of CSI-RS configuration, e.g., training specific/cell specific CSI-RS design, enhancement to enable higher accuracy measurement
· Assistance information for UE data collection in forms of an implicit ID, e.g., dataset ID, configuration ID, scenarios ID, site ID etc for tagging the data.
· The implicit ID should not disclose proprietary information
· Signaling for triggering/configuring the data collection procedure


Proposal 3-2-2(v1):  
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection for AI/ML model training/validation/testing/fine-tuning and performance monitoring including at least:   
· Enhancement of SRS and/or CSI-RS measurement/reporting, e.g., enhancement to enable higher accuracy measurement 
· Contents Measurement report of the ground-truth CSI including:  
· Data sample type, e.g., eigenvector, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization, e.g., R16 type II like with higher resolution. 
· Container for the data samples: e.g., RRC signaling, PHY signaling (UCI), or PUSCH (user plane)
· Assistance information (e.g., time stamps, and/or cell ID, and/or UE location, and implicit ID for tagging the data)
· Signaling for triggering/configuring the data collection procedure, e.g., measurement occasion interval (data logging interval) and duration


Appendix: Previous meeting agreements
[bookmark: _Toc104974217]RAN1 #109e
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 

[bookmark: _Toc104974218]RAN1 110
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  


RAN1 #110bis-e
Conclusion 
Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
• 	Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression

Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE
RAN1 #111
Agreement
Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1.
Note: RAN1 Defer potential specification impact discussion at 9.2.2.2 until the RAN1#112b-e, and RAN1 will revisit at RAN1#112b-e whether to defer futher till the end of R18 AI/ML SI.
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  

Conclusion
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training (not including model update) is deprioritized in R18 SI.

Note: 
· To align terminology, output CSI assumed at UE in previous agreement will be referred as output-CSI-UE.
· To align terminology, input-CSI-NW is the input CSI assumed at NW 
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